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ABSTRACT v

Abstract

Systems biology is the discipline aiming at understanding complex biological
systems by integrating experimental and computational approaches. In the
recent years, several developments in this field shed light on relevant aspects
of the functioning of living being. Nonetheless, a number of important prob-
lems are open and worth investigation. Some of these problems have been
studied in the work presented in this thesis. Among them we mention: the
analysis of huge biological data sets, their interpretation in order to extract
knowledge about the functioning of biological systems, and the problem of
modeling biological systems themselves.
This dissertation is divided into four parts which cover two areas of inves-
tigation. The first two parts introduce the context we are concerned with,
and propose several methods for discovering regulative information from dif-
ferent knowledge sources. Then, we focus on two approaches for the reverse
engineering problem. The two big areas of investigation mentioned, i.e.,
knowledge discovery and reverse engineering, are not the only tasks systems
biology is concerned with. In recent years, this field of research became a
major actor in several other areas of research. Before concluding this disser-
tation, we apply a systems biology approach to one important problem: that
of finding pharmacogenes.
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Chapter 1

Introduction

In the past decade, a number of new high-throughput technologies designed
to study life at the genome-wide scale arose. Nowadays, it is possible to rou-
tinely sequence the entire genome of an organism, measure the abundance
of genes and of their products, map epigenetic modifications and transcrip-
tional regulation, and comprehensively measure metabolites in virtually any
biological specimen.

On the one hand, this sheer volume of data offer the unique opportu-
nity to study how individual parts of a biological system work together to
produce emerging phenotypes. Indeed, even though the reductionist method
has been effective in explaining the basis of numerous living processes, it is
actually inadequate to completely describe biological systems. In fact, at the
molecular level, cells are a combinations of tightly interconnections among
DNA, RNA, proteins, and metabolites. The knowledge of the wiring and
interplay of these individual parts is a mandatory step to understand com-
plex properties and functionalities of a biological system. In fact, cells are
complex systems whose behaviour cannot be reduced to a sum of individual
pieces [8, 106, 205].

On the other hand, the gigantic size of the available data makes it neces-
sary to develop new computational methods to assist in the analysis processes
and new languages to describe the extracted knowledge.

A new research area called systems biology arose in recent years to cope
with these problems. It adopts an integrative approach to study the function
of biological systems and to emphasize the importance of a holistic view [62,
87, 104, 105, 106]. The ambitious goal of systems biology is the understanding
of an entire biological system by modeling, predicting, and controlling the
behaviour of all its components.

Modeling and investigating complex biological processes are the corner-
stone of systems biology. Models provide significant insights into the under-
lying biology so unveiling important application opportunities. They allow
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4 CHAPTER 1. INTRODUCTION

researchers to give precise definitions and to dissect the role of components
of a given system. Also, they can be easily used for system simulations. The
model investigation can have high impact in several fields, such as drug dis-
covery and personalized medicine, and it allows one the study of the molecular
basis of diseases. In this context, systems approaches are grounded in the
idea that disease-perturbed cellular processes differ from their normal coun-
terparts [9, 79]. In fact, cellular processes are defined by complex genetic
programs that allow genes to be expressed in a tightly regulated manner,
and errors in the regulatory machinery are a common trait of many diseases.
For instance, a misregulation of genes controlling cell proliferation leads to
an uncontrolled cell division (a characterizing property of tumours [216]) as
well as to a metastatic tumour progression [108]. Furthermore, changes in
expressions of a number of genes characterize metabolic diseases, such as di-
abetes [223]. However, little is known about mechanisms that control gene
expressions and about their variations. The modeling of gene regulatory
machinery remains a cardinal task on the biological research agenda.

Usually, gene interactions are represented by networks in which genes
are vertices, and edges represent regulative connections. These networks are
known as gene regulatory networks or transcriptional regulatory networks.

Many attempts to model gene regulatory networks have been presented
to date, but we are still far from a complete understanding of cellular mecha-
nisms. Models are readily available only for simple unicellular organism (e.g.
Saccharomyces cerevisiae [69] and Escherichia coli [132]), while for higher
eukaryiotic organisms only fragments of these networks have been modelled
so far [19, 25]. In fact, the reverse engineering problem, i.e., the inference of
gene regulatory networks from data, is not by any means a trivial process.
Indeed, in each cell thousands of genes act at different time points, interact-
ing with multiple partners either directly or indirectly, leading to dynamic
and non-linear relationships [224].

An important issue in gene regulatory networks is that the number of
genes (and of relationships) to model is several orders of magnitude larger
than the number of independent measurements that can be made using today
technologies [37]. To solve this issue, the number of genes to be modeled is of-
ten reduced by removing uninteresting profiles or by grouping together genes
that are co-expressed under some experimental condition. Indeed, several
authors showed that to decompose a gene regulatory network into a small
set of recurring regulatory modules is a promising strategy to address this
challenge [18, 168, 224]. Another approach is to try to augment the avail-
able information through data integration [36, 77, 119]. Indeed, several works
showed that it is beneficial to integrate system-wide genomic, transcriptomic,
and proteomic measurements as well as prior biological knowledge into a sin-
gle modeling process. For instance, the exploitation of biological knowledge
about the network structure [63, 91, 115] as well as the integration of protein-
DNA interactions data and gene expression data [59, 74, 179, 200] increases
the accuracy of techniques dealing with networks.

Unfortunately, the integration of data from different sources is itself a
challenging problem so that presently only a few approaches try to cope with
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more than two different data sources [119, 139]. In fact, when one deals
with the problem of integrating different data sets, there are many issues to
be aware of. For instance, the same information could be stored in differ-
ent databases using different identifiers, making it difficult to retrieve/merge
the desired information. Also, some important pieces of information could
be buried inside a huge amount of irrelevant data, and a data mining pro-
cess could then be necessary to unveil it. Moreover, current high-throughput
techniques generate data that involves substantial amount of noise, or some
information could be missing because of the intrinsic difficulties in its mea-
surement. As a consequence, appropriate analysis algorithms are required to
make the plethora of available data more understandable and useful. Despite
these difficulties the promising results obtained by integrative approaches
motivated increasing efforts in this fledgling area of investigation.

In this thesis we focus on a number of issues in systems biology that are
still wide open and worth investigation.
First, analysis tools need to be ameliorated in order to properly deal with
the biological data. A primary step in this field consists in extracting and
organizing biological knowledge provided by both raw data and literature. To
this purpose, we propose a reorganization of the Gene Ontology aiming at en-
hancing the recovery of information about gene shared functionalities. Then,
we develop a knowledge-driven biclustering approach aiming at discovering
transcriptional modules.
Second, new approaches for the reverse engineering problem itself must be
developed. In this thesis, we propose two techniques: a framework merg-
ing different experimental evidences about gene interactions, and a method
aiming at deciphering temporal influences among genes and proteins.
Finally, we exploit a systems biology approach in a different and challenging
area of research, that is pharmacogenomics.

Structure and original contributions

The thesis is divided into four parts.

• Part I is an introduction to the fields covered in the thesis. Specifically,
Chapter 2 gives some insights on the fields of molecular biology and on
gene regulatory networks. It is important to note that the main pur-
pose is to make the thesis as self-contained as possible. Thus, readers
familiar with these topics can skip this chapter without compromizing
the understanding of later material.

• Part II describes two works dealing with the problem of knowledge
discovery. Chapter 3 presents a reorganization of the Gene Ontol-
ogy that makes explicit information about gene cooperation, functions
and localizations that were implicitly coded in the original structure.
Chapter 4 describes a knowledge-driven biclustering approach aiming
at discovering transcriptional modules.
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• Part III presents two methodologies for the reverse engineering of gene
regulatory networks. Specifically, Chapter 5 describes a framework
based on a Naive Bayes approach that merges multiple pieces of infor-
mation derived from microarray experiments, and Chapter 6 presents
a new integrative reverse engineering approach based on a well-known
econometrics measure, namely the Granger Causality.

• Part IV finalizes this work. Chapter 7 describes a systems biology ap-
proach for pharmacogenes discovering. It shows the importance of sys-
tems biology research in valuable fields, such as human-health. Chap-
ter 8 summarizes the work presented on this thesis.

Most of the ideas presented in this thesis come from my academic career at
the University of Torino. The work described in Chapter 6 has been carried
out during my visiting period at the Technical University of Denmark, Center
for Biological Sequence Analysis, under the supervision of prof. Christopher
Workman.



Chapter 2

Background

This thesis is concerned with molecular and systems biology. Molecular biol-
ogy is the study of biological activities at the molecular level. It involves the
understanding of the genetic and biochemical organisation of living matter,
and of the interactions between various systems of a cell. Systems biology is
the discipline aiming at understanding complex biological systems by inte-
grating experimental and computational approaches.

This chapter presents a short introduction to molecular biology and to the
biological data used in this dissertation. It provides a glossary of terms and
concepts that are used in the next chapters. Moreover, this chapter briefly
introduces gene regulatory networks.

2.1 Molecular biology

The biochemistry of cells is based on bio-polymers. A bio-polymer is a macro-
molecule produced by living organisms and composed by repeating structural
units. Bio-polymers are the building blocks of a cell, and they are the dis-
tinctive traits of living matters. In this dissertation, three bio-polymers play
a central role: DeoxyriboNucleic Acid (DNA), RiboNucleic Acid (RNA) and
proteins.

DNA is a nucleic acid composed by two long chains (strands) of units
called nucleotides. DNA codifies the genetic information into genes: “lo-
catable regions of genomic sequence, corresponding to units of inheritance,
which are associated with regulatory regions, transcribed regions, and/or
other functional sequence regions” [152]. Notably, not all the DNA encodes
information responsible for protein synthesis: remaining DNA sequences have
a regulative or a structural role [146].

7
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RNA is a nucleic acid composed by a single strand of nucleotides. Several
types of RNA are present in the cell. The messenger RNA (mRNA) carries
the genetic information responsible for the synthesis of proteins. Non-coding
RNA (ncRNA) is responsible for collateral activities. Examples of ncRNA
are transfer RNA (tRNA), which pursues the passing of information from
genes to proteins, ribosomal RNA (rRNA), which decodes the mRNA, and
micro RNA (miRNA) which is responsible for gene regulation [30].

Proteins are composed by chains of units called amino acids, and are re-
sponsible for all cellular functions. For instance, as enzymes, proteins catalyze
biochemical reactions; as transcription factors, proteins regulate protein syn-
thesis itself; as antibodies, proteins are used by the immune system to identify
and neutralize bacteria and viruses. In the cytoskeleton, proteins perform a
structural function by maintaining the cell shape. Most of the cellular activi-
ties involve a large number of proteins interacting with one another by taking
part in protein complexes. Proteins interactions are both direct (physical) and
indirect (functional) and they can be stable, when a protein complex concerns
multi-subunit complexes (e.g. hemoglobin), or transient, when interactions
are promoted only if a set of conditions is present. Transient interactions
are responsible for the majority of cellular processes (e.g. transport, protein
modification, signaling). Proteins are translated upon request, and their con-
centration changes promptly according to cell requirements. Some proteins
are degraded rapidly, while many others are stable under given conditions
and become unstable upon a state change.

The central dogma of molecular biology, illustrated in Figure 2.1, explains
how the genetic information goes from DNA to proteins through mRNA [43].
The process by which the genetic information stored in DNA is transferred
to mRNA is called transcription. The step leading from mRNA to protein is
called translation.

In transcription, a DNA sequence encoding genetic information is copied
into mRNA sequences. From each DNA sequence thousands of copies of
mRNA can be produced, and the total amount of mRNAs transcripted is
called gene expression level. In translation, the mRNA is decoded by rRNA
and tRNA and synthetized into a specific protein.

It is worth mentioning that it is a common assumption to take the gene
expression level as proportional to the amount of proteins translated. Indeed,
several studies show that there exists a strong correlation between expression
levels and protein abundance [60, 68, 127]. However, it is well known that
there exist situations where the opposite is true [71, 174]. In these cases, it
is said that a post-transcriptional activity occurred.

Gene expression depends on transcription factor activities. A transcrip-
tion factor is a protein that binds specific DNA sequences, called binding
sites, in order to regulate transcription. A single transcription factor can
target several binding sites in a genome. As a consequence, changes in its ac-
tivity may affect hundreds of genes. If a transcription factor hinders mRNA
production it is called a repressor, otherwise it is called an enhancer. In



2.2. GENE REGULATORY NETWORKS 9

Figure 2.1: General transfers of biological sequential information. The genetic
information flows from DNA to mRNA (transcription) and from mRNA to
protein (translation). Figure based on [4].

studying transcription factors-DNA interactions there are at least three as-
pects to be aware of. First, the presence of a binding site is simply a clue
of an expression control, and actual actions might not occur. Second, more
than one transcription factor may bind the same intergenic region, and it
is impossible to ascertain if they function in a cooperative or in a competi-
tive manner. Third, a transcription factor can bind the DNA indirectly, i.e.,
through interactions with other transcription factors.

2.2 Gene regulatory networks

The understanding of bio-polymer interactions is a key part in the under-
standing of cell activities. Unfortunately, it is well known that cells are com-
plex systems whose behaviour emerges from a seemingly chaotic interplay of
bio-polymers and cannot be simply defined as the sum of its constituents.
In fact, it is not possible to reliably predict cell behaviour despite a good
knowledge of the fundamental laws governing individual components [8].

Interactions can be described as networks, in which bio-polymers are the
vertices, and the relationships are the edges. Several biological networks have
been introduced [103]. This thesis focuses on a particular kind of biological
networks known as gene regulatory networks. A gene regulatory network
describes how gene expression is controlled in cells. Since the expression of
genes is directly controlled by transcription factors, a directed graph is used
to model this kind of networks where vertices of the graph are genes and
edges represent regulative interactions.

Gene regulatory networks (and biological networks at large) are charac-
terized by several key properties that are important for both their modeling
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(a) (b) (c) (d)
Figure 2.2: Some modules relevant in biological networks. (a) feed-forward
loop, (b) bifan motif, (c) simple-input motif, and (d) multi-input motif. Fig-
ure based on [103].

and their understanding. First, biological networks show a scale-free topology,
i.e., they are characterized by a power-law degree distribution. The proba-
bility that a node has k links is given by P (k) = k−γ [2, 14]. The values of
γ determines many properties of the system: for γ < 2 the role of the highly
connected nodes (hubs) becomes more important, for γ > 3, hubs are not
relevant, while for 2 ≤ γ ≤ 3 (as it is in biological networks), a hierarchy
of hubs exists. Scale-free networks have a high degree of robustness against
random failures, although they are sensitive to hub failures.

Biological networks are modular. Modules constitute discrete entities with
dense internal functional connections and relatively looser external connec-
tions [76, 196]. Figure 2.2 lists a set of modules that has been shown to be
functionally relevant in biological networks [38]. Functional modules group
fractions of cell components that are involved in a relatively autonomous ac-
tivity. However, functional modules are not rigid fixed structures: a given
component may belong to different modules at different times (i.e., it can
perform different functions). Modules play a key role in response to failures
and account for some of the biological networks robustness.

Robustness is the property of a system to retain stability despite several
perturbations, both internal and external [106, 107, 196]. This allows a slow
degradation of system functions after a damage, avoiding catastrophic fail-
ures. Robustness is achieved by using several complex mechanisms such as:
i) negative-feedback and feed-forward controls, ii) redundancy, whereby mul-
tiple components with equivalent functions are introduced as a backup, and
iii) modularity, where sub-systems are physically of functionally isolated in
order to not spread the failure.

2.3 Data sources

Nowadays, researchers have information about most of the cellular compo-
nents, and additional pieces of information are available from literature, bi-
ological databases, and ontologies. In the following, we introduce several
sources of biological information that we exploit in this thesis.
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Gene expression data
The majority of the data available to researchers consists of gene expression
measurements from DNA microarray experiments [180]. A single microarray
experiment provides a snapshot of the expression level of thousands of genes
measured in different experimental conditions.

The term reference is used to designate the results of a microarray ex-
periment where the cell is in an untreated state. It could be used as a
control datum for the discovering of how transcription changes when a cell
is subject to a treatment. Differentially expressed genes are the genes whose
expression profiles vary in a statistically significant way in treatments with
respect to controls. Usually, they are identified by means of statistical tech-
niques [24, 39, 190].

Microarray experiments produce two kinds of data: time series data and
steady state data. The former refers to repeated measurements taken at
specific time points. The latter may refer to measurements taken i) in an
altered gene activity, ii) in presence of a perturbation, or iii) in different cell
states. Examples of altered gene activities are knock-out and over-expression
experiments. They refer to experiments where a gene is silenced or enhanced,
respectively. Usually, these kinds of experiments affect a gene at a time. They
are mainly used to understand how the altered gene interacts with others.
Perturbation experiments, instead, may affect the expression levels of an
unknown number of genes at the same time. Perturbation experiments are
useful to understand how cells behave in presence of an environmental stress
(e.g., lack of oxygen or heat shock) as well as under a chemical influence
(e.g., drug administration). It is also possible that some experiments use a
combination of different experimental settings. For instance, a perturbation
could be done in conjunction with a gene alteration, or observed at different
time points.

Microarray experiments are routinely used in almost every area of biomed-
ical research. This leads to a remarkable growth of available gene expres-
sion data, and to a need for their free accessibility, evaluation and com-
parison. As a consequence, the Minimum Information About a Microarrays
Experiment (MIAME) guidelines were proposed [22], and public repositories
were built (e.g., Gene Expression Omnibus (GEO) [55] and ArrayExpress
databases [149]). Moreover, computational techniques for microarray data
analysis were developed [83, 94, 133]. For instance, the Bioconductor project
and the statistical open source software R [64, 165] provides tools for the ana-
lysis and comprehension of high-throughput genomic data, such as statistical
tools for the identification of differentially expressed genes.

Protein abundance data
Proteins are direct mediators of cellular processes. Thus, the measurement of
protein levels is perhaps the most important indicator of cellular activities.
The overwhelming majority of the evidence shows that, in most cases, it is
fair to consider the gene expression levels (that are easier to measure) as
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estimators of the protein abundance. However, it is worth mentioning that
the possibility of post-transcriptional activities may sometimes hinder their
accuracy as proxies for protein levels and thus to measure protein abundance
should be preferable.

The standard technology to measure protein levels is the mass spectron-
omy [191]. This technique is able to measure the protein expression levels
both in time series and at steady state. Besides, the hybrid linear ion trap-
Orbitrap mass spectrometer can characterize intact proteins, providing the
opportunities to precisely identify and quantify them [207]. Unluckily, pro-
teins measurements are still difficult to obtain due to the quick degradation
rate of some of them.

Protein-DNA interaction data
Since the gene expression regulation happens by a physical interaction be-
tween transcription factors and DNA sequences, the identification of binding
sites is crucial for understanding the interactions among genes.

Nowadays, the state-of-the-art approaches to map transcription factor
binding sites are i) chromatin immunoprecipitation combined with genome-
wide tiling array analysis [169], ii) chromatin immunoprecipitation followed
by high-throughput sequencing techniques [96], and iii) Protein Binding Mi-
croarrays technology [26]. These technologies aim at determining the genome
locations bound by a transcription factor, and at providing candidate genes
that the transcription factor is likely to regulate. However, the binding site
resolutions obtained from such technologies is not sufficient, and motif discov-
ery algorithms are required to identify the sites precisely [29, 218]. Moreover,
computational approaches are useful in modeling the protein-DNA binding
specificity. Databases, such as JASPAR or TRANSFAC, are available for the
storage of binding site models [178, 217].

Protein-protein interaction data
Most cellular activities are performed by means of protein interactions. Var-
ious methods have been described for protein interaction discovery; co-
immunoprecipitation and two-hybrid system are two of the most popular
techniques [160]. Public databases, such as BioGRID and STRING, exist to
archive Protein-Protein-DNA interaction data [193, 199].

Annotation databases
Efforts have been made to create databases containing detailed information
(annotations) about genes and gene products. Some annotations are created
extracting the sought information from the literature by means of text mining
techniques [7, 46]. In addition, manually curated annotations have been
created leveraging existing literature or new experiments. Several databases
of annotations have been built. Some of them, like the Gene Ontology project



2.3. DATA SOURCES 13

and the KEGG database, have been designed to support storing species-
independent information. Others, like the SGD database, are instead tailored
to store species-specific data.

Gene Ontology (GO). The Gene Ontology Consortium has developed
three structured and controlled vocabularies (ontologies) for describing genes
and gene products in terms of their associated biological processes, cellular
components, and molecular functions [10, 40]. The practice of describing the
activities or the localisation of a gene/gene product by associating it to GO
terms is known as annotation. Besides, the Gene Ontology Consortium also
provide tools that facilitate the creation, maintenance, browsing, and use of
both the ontologies and the annotations.

Kyoto Encyclopedia of Genes and Genomes (KEGG). The Kyoto
Encyclopedia of Genes and Genomes is a manually curated knowledge base
of biological systems composed by several databases [112, 145]. It integrates
genomic, chemical, and systemic functional information. The core compo-
nent is represented by a set of interactions and reaction networks (pathways),
joined with the definition of smaller pathway modules [99]. Besides, KEGG
stores also information about: all the drugs approved in United States and
Japan; the relationships existing among them; diseases; pathways; and di-
agnostic markers. Moreover, an ontology database representing functional
hierarchies of various biological objects, and various computational tools are
provided [100, 101].

Saccharomyces Genome Database (SGD). The Saccharomyces
Genome Database stores manually curated information of Saccharomyces
cerevisiae [35, 186]. It provides an encyclopedia of genome, genes and
encoded proteins, as well as chromosomal features, their functions and in-
teractions. SGD also oversees the S. cerevisiae genetic nomenclature, and
provides several bioinformatic tools for mining and querying the stored data.
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Chapter 3

Restructuring the Gene
Ontology

The Gene Ontology represents a collaborative effort to provide a structured
vocabulary for consistent gene descriptions. Although the Gene Ontology fa-
cilitates information retrieval, its structure may hide some useful knowledge,
such as gene cooperation. As a consequence, automated tools may find it
difficult to fully exploit the stored information. Conversely, such tools would
benefit from a structure tailored to emphasise genes involved in the same
activities or that are co-localized.

This chapter introduces a reorganization of the Gene Ontology. The Re-
structured Gene Ontology (RGO) is useful for unveiling gene involved in the
same biological process, and for inferring new pieces of information about
gene functions and localizations.

3.1 Introduction

The Gene Ontology (GO) is a structured and controlled vocabulary defined
as a set of terms related by parenthood relationships forming a direct acyclic
graph [10, 40, 41]. The GO is composed by three separate sub-ontologies
representing three types of orthogonal aspects of gene/protein functions: the
Biological Process sub-ontology describes the biological events in which a gene
is involved; the Molecular Function sub-ontology indicates the biochemical
activities that occur at the molecular level; the Cellular Component sub-
ontology details the cellular places where the gene product carries out its
functions.

Terms are the concepts in the sub-ontologies and vertices in the graph.
Terms are described by a name and by a set of synonyms. For instance,
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the biological process in which a cell irreversibly increases in size over time
by accretion and biosynthetic production of matter similar to that already
present is described by the name “cell growth” and by the synonyms: “cell
expansion”, “cellular growth”, “growth of cell”, and “metabolism resulting in
cell growth”.

Edges define relationships between terms. Each edge has a type that be-
longs to the following set: is_a, part_of, regulates, positively_regulates, and
negatively_regulates1. The relation A is_a B means that A is a subtype of
B. For instance, multidimensional cell growth is_a cell growth. The rela-
tion part_of is used to represent the part-whole relationship. For instance,
detection of nuclear:cytoplasmic ratio part_of cell growth. The regulates rela-
tionship specifies if one process directly affects the manifestation of another
process. For instance, regulation of cell growth regulates cell growth.

Knowledge about genes/proteins is codified by means of annotations, i.e.,
associations among GO terms and genes/proteins, joint with specific refer-
ences that describe the annotations themselves.

The areas of application of the GO are diverse. For instance, a common
practice to gain a higher-level understanding of gene/protein functionalities
is by querying the annotations stored in the GO [81]. A further research line
is related to the automated measuring of gene functional similarity by using
gene annotations. Several evaluation methods have been developed [110, 118,
170, 213].

The main goal in the design of the GO is the definition of a structured vo-
cabulary for gene description. While this is a worthy goal, it is still true that
some applications that relies on the GO (e.g., functional similarity measures)
would benefit from a structure purposely built to emphasize genes involved
in the same biological context, or containing interconnections among the
sub-ontologies. As a consequence, such applications often find it difficult to
fully exploit the information in the GO. These difficulties are likely to be
amplified by the fact that the information content in the GO is not evenly
spread through the ontology [6]. Motivated by these issues, several attempts
to restructure the GO have been pursued [16, 95, 208]. A remarkable effort is
represented by the so called “Cross-product extension” of the Gene Ontology
that aims at normalizing the GO by explicitly stating the term descriptions
in a form that can be used by reasoners, and at integrating the GO with
other OBO ontologies [143].

In this chapter we introduce the Restructured GO (RGO), a reorganization
of the GO that emphasizes the regulative connections between GO terms, and
that links together the three sub-ontologies in order to gain a global view of
biological mechanisms. We also show that RGO makes explicit information
that was previously only implicitly represented in the GO structure by using
a Saccharomyces cerevisiae gene as a case study.

1For the purposes of this dissertation, we do not distinguish among regulates, posi-
tively_regulates, and negatively_regulates. Thus, in the following, we simply write “regu-
lates” in place of anyone of them.
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3.2 Methods

Let us formalize the Gene Ontology as a pair 〈T,E〉, where T is a set of
terms, and E is a set of edges, and let us define the RGO as a pair 〈N , E〉,
where N is a set of nodes (each node is itself a set of GO terms), and E is a
set of edges.

The construction of the RGO is a two step process. First nodes are created
by grouping co-regulating terms, then the edges are built. In the following
we detail how nodes and edges are created.

RGO nodes
To emphasize the functional correlation between genes we propose to merge
into a single RGO node all those terms that participate to the same regulatory
process and are neighbouring GO terms, i.e., nodes connected by regulates
edges. Formally, let us consider the equivalence relation over T , defined as:

t ≡R t′ ⇔ (t regulates t′ ∨ t′ regulates t)

and set N 1 to be the partition over T induced by ≡R. We define N as:

N =
{

extend(n)|n ∈ N 1
}
,

where extend(n) is a function that merges n with all singletons in N 1 whose
term t can be inferred without ambiguity to regulate or to be regulated by one
of the terms in n. We say that an inference is ambiguous if t could be inferred
to regulate or be regulated by terms belonging to different nodes. Inference
about regulations is made using the rules given by the GO consortium:

is_a ◦ regulates→ regulates (3.1)
regulates ◦ is_a→ regulates (3.2)

regulates ◦ part_of → regulates (3.3)

These rules allows one to infer new relationships by combining two GO re-
lations. Rule 3.1 states that if a term A is_a B, and B regulates C, then it
can be inferred that A regulates C, i.e., if a general term B regulates a term
C all its specifications regulate C as well. Rule 3.2 states that if a term A
regulates B, and B is_a C, then it can be inferred that A regulates C, i.e., if
a term A regulates a specific term B, it also regulates all its generalizations.
Rule 3.3 states that if a term A regulates B, and B part_of C, then it can
be inferred that A regulates C, i.e., if a term A regulates a component of the
process, then it also regulates the entire process.

As mentioned, in using these rules we require that their application is not
ambiguous, that is we require that a singleton is not merged into any node
if the rules would imply merging it into different ones. Figure 3.1 reports
an example of how RGO nodes are built. In the proposed example t6 is
merged with node {t2, t4} since t6 is_a t4 and t4 regulates t2 (rule 3.1). The
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Figure 3.1: RGO node building procedure. Circles represent GO terms.
Rounded rectangles represent RGO nodes. All edges are from the GO. In
(a), an example ontology is shown. (b) shows the nodes in N 1: all terms
that are ≡R equivalent are grouped into a single RGO node. (c) shows the
resulting N .

same cannot be done for t5: rule 3.1 can be ambiguously applied in two
different ways. In fact, t5 is_a t4 and t4 regulates t2, but also t5 is_a t3 and
t3 regulates t1.

As a last remark, let us note that the definition of N 1 and of extend(·)
implies that all terms that are not involved in any regulation are not to
be merged with other terms. Also, let us mention that the GO molecular
function and the GO cellular components sub-ontologies do not contains any
regulates edges. Hence, all terms in these two sub-ontologies are to be mapped
to singletons.

RGO Edges
In the RGO, we distinguish between two kinds of edges: native and cross-
ontology edges. A native edge is inferred from one or more of the existing
GO edges (implying that native edges never connect distinct sub-ontologies);
cross-ontology edges are those that link nodes belonging to different RGO
sub-ontologies.

Native Edges. The creation of native edges is again a two step process:
i) find GO edges that cross node boundaries and use them to create the RGO
edges; ii) find and break resulting cycles.

In step i), we start by considering all pairs of nodes (n, n′) in N × N
(with n 6= n′). An edge (n, n′) is included in E if and only if there exist
t ∈ n, t′ ∈ n′ such that (t, t′) ∈ E.



3.2. METHODS 21

is_a
regulates

(a)

RGO edge

1

3

4

(b)

2

Figure 3.2: Example of how cycles form and could be broken during RGO
construction.The figure reports: (a) a toy example of the GO that does not
contain any cycle, and (b) the corresponding RGO. In the process of creating
the RGO, the edges between nodes 3 and 4 form a cycle. By performing a
breadth first search the edge drawn in red is chosen for removal.

Step ii) is necessary because even though cycles does not exist in the GO,
they can be created as a consequence of merging terms during the creation of
the RGO nodes. In Figure 3.2, an example of how this can happen is given.
In breaking a cycle one needs to choose the best edge to remove among the
ones that form the cycle. To this regard, we propose to start a breadth first
search from the sub-ontologies roots and to remove all edges that are found
to point back to already visited nodes. This strategy has the advantage of
guaranteeing that a path is always retained between each node and the root
of its sub-ontology.

Cross-Ontology Edges. Cross-ontology edges connect nodes in different
RGO sub-ontologies based on a lexical similarity between biological descrip-
tions associated to nodes. Specifically, we propose to interpret the sub-
ontologies as a set of documents, and to create cross-ontology edges by means
of a similarity measure between those documents. To this purpose, as de-
tailed below, we represent nodes as vectors of tf-idf values [97]. Then, we use
the cosine similarity between these vectors in order to decide whether two
nodes are similar enough to be linked by a cross-ontology edge.

Let us recall that a name and a set of synonyms is defined for each term in
the GO. Therefore, for each node n in RGO, we can construct a description
(d(n)) of the node as the bag of words2 that appear in the names and in
the synonyms of all the terms in n. We interpret the node description as a

2We actually consider the stem, i.e., the base part of a word not including inflectional
morphemes, rather than the word.
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document, and the whole RGO as a corpus of documents. It is now possible
to measure the salience of a word in a document d(n) by means of the tf-
idf measure. The tf-idf measure is calculated by weighting on one side how
important the given word is in d(n) (the tf component), and on the other
side how important the word is in the corpus (the idf component). A word
is considered salient for a document if it is very frequent in the document,
but infrequent in the corpus. Formally, the term-frequency of word w in
document d(n) is defined as:

tf(w, n) =
1d(n)(w)
|d(n)|

,

where 1d(n)(w) denotes the number of occurrences of w in d(n). The inverse-
document-frequency of word w is defined as:

idf(w) = log |N |
| {n ∈ N|w ∈ d(n)} |

.

Finally, the term-frequency/inverse-document-frequency of word w in docu-
ment d(n) is defined as:

tf-idf(w, n) = tf(w, n) · idf(w).

In order to determine the lexical similarity between two RGO nodes, we
propose to use the vector-space model [177] and the cosine similarity measure.
In the vector-space model, each document is represented as a vector of tf-idf
values. Cosine similarity is defined as the cosine of the angle that two vectors
form. In formulae:

cos-similarity(n, n′) =
v(n) · v(n′)

‖v(n)‖‖v(n′)‖
, (3.4)

where v(.) is the representation of d(.) in the vector space.
We have now all the elements that are needed to specify how cross-

ontology edges are added to the RGO. It is again a two step process: i) select
a set Cn of candidate cross-ontology edges for each node n belonging to the
biological process sub-ontology; ii) identify the elected cross-ontology edge
e ∈ Cn to add to E .

In step i), we add an edge (n, n′) to Cn if and only if the following condi-
tions hold:

n is in RGO biological process (3.5)
n′ is not in RGO biological process (3.6)
∃w ∈ d(n) ∩ d(n′) : tf-idf(w, n) ≥ θ1 (3.7)

cos-similarity(n, n′) ≥ θ2 (3.8)

that is: we add only edges exiting from nodes in the biological process and
entering into nodes in the molecular function or in the cellular component
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sub-ontologies (Expressions (3.5) and (3.6)); we only consider pairs of nodes
that share a word that is salient in document d(n) (Expression (3.7)); we add
the edge only if the cosine similarity is significant (Expression (3.8)). The
role of θ1 is to allow one to avoid considering nodes which are only marginally
related to n. The threshold θ2 allows one to retain only edges which guarantee
a minimum similarity between the involved nodes.

In step ii), we select the elected edge e = (n, n′) such that:

e = argmax(n,n′)∈Cn
cos-similarity(n, n′). (3.9)

Finally, e is added to E .

RGO annotations
In the RGO, we distinguish between two kinds of annotations: original and
inferred. An original annotation is one that is already present in the GO, i.e.,
the original RGO annotations of a node n are the union of all GO annotations
of the GO terms that belong to n. An inferred annotation is derived by
following a cross-ontology edge, i.e., the inferred RGO annotations of a node
n′ are the union of all original RGO annotations of the RGO nodes n that
are connected to n′ by means of a cross-ontology edge (n, n′).

As a last remark, let us recall that since by construction RGO nodes
in the molecular function and in the cellular component sub-ontologies are
singletons their original annotations are identical to the GO annotations.

3.3 Results

All experiments described in this section are built on an RGO constructed
using the GO database published on November 2011. We set θ1 = 0.2 and
θ2 = 0.1. As the number of cross-ontology edges added is a function of
these thresholds, lower threshold values produce richer representation at the
expense of higher computational costs. We choose these values to retain
most of the significant information while making computationally feasible
the process of creating and using the RGO,

In the RGO biological process sub-ontology we count 15,588 nodes (ver-
sus the 21,551 GO terms). We add 12,400 cross-ontology edges directed to
the RGO cellular component sub-ontology, and 13,786 cross-ontology edges
directed to the RGO molecular function sub-ontology. Table 3.1 shows the
number of annotations (both original and inferred) in the three sub-ontologies
for several organisms, namely Arabidopsis thaliana, Escherichia coli, Homo
sapiens, Saccharomyces cerevisiae, and Schizosaccharomyces pombe.

In the following we show that RGO nodes make explicit useful informa-
tion that was previously only implicitly represented in the GO. Specifically,
we point out that i) the groups induced by RGO nodes allow the discovery
of gene shared annotations, enhancing the understanding about gene coop-
eration, and ii) the inferred annotations add important pieces of information
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Table 3.1: Number of RGO annotations for several organisms.

biological process cellular component molecular function
Organism Original Inferred Original Inferred Original Inferred

A. thaliana 47,987 0 44,765 23,509 55,209 26,089
E. coli 49,252 0 24,649 25,214 66,585 29,730

H. sapiens 125,094 0 102,956 60,370 99,625 67,683
S. cerevisiae 29,365 0 32,826 16,529 25,160 17,630
S. pombe 13,015 0 14,503 10,307 8,885 10,738

about gene functionalities and localizations that are hidden in the GO. These
findings may enhance automated analysis, such as gene profiling and cluster-
ing (see Chapter 4), statistical enrichment, as well as the evaluation of gene
functional similarities [210]. We use as case study a specific biological process,
namely the cell cycle. In particular, we use as an example a S. cerevisiae’s
gene, namely CDC20.

For the sake of self-containedness, it is useful to describe the cell cycle,
i.e., the series of events leading to the cell division and duplication. Cell
cycle goes through two main phases: the S (Synthesis) phase, and the M
(Mitosis) phase. In the S phase, chromosomes are duplicated. During M
phase, the replicated chromosomes are segregated, and the cell splits in two
parts. The M phase itself is composed by two steps: the metaphase, i.e., when
the chromosomes get aligned in the middle of the cell, and the anaphase, i.e.,
when chromosomes move to opposite poles of the cell. Usually, the S phase
and the M phase are separated by gap phases called G1 and G2, during which
cell cycle progression is regulated. Specifically, the cell cycle progression
is controlled by a complex formed by two proteins: the cyclin-dependent
kinases (CDK) and the cyclins. After a CDK-cyclin complex has performed
its function, the associated cyclin is degraded by the proteasome [5, 141].

CDC20 is a cell cycle activator. According to the GO annotations,
CDC20 is concerned with the protein catabolic process and with the ac-
tivities connected to the activation of the anaphase stage for the mitotic
metaphase/anaphase transition. Annotations refer also to the segregation of
sister-chromatid to opposite poles of the cell using the mitotic spindle elon-
gation. Several other annotations concern with details about these processes
such as the protein binding activity, and the anaphase-promoting complex
activity. All these processes occur in the nucleus and we find annotations
also about it and about multi-protein complexes that regulate the stages of
anaphase. Table 3.2 shows the GO terms annotated by CDC20.

Before delving into the experimentation, it is important to show that
the groups induced by RGO nodes are adequate from a biological point of
view. To this purpose, we singled out the original annotations of CDC20
over the RGO. Since only the RGO biological process sub-ontology contains
non-singleton nodes, here and in the following section, we analyze only this
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Table 3.2: Terms annotated by CDC20 over the GO. These annotations
correspond to the original annotations over the RGO.

Sub-ontology GO terms description

biological process

activation of mitotic anaphase-promoting complex activity
cell cycle

cell division
mitosis

mitotic metaphase/anaphase transition
mitotic sister chromatid segregation

mitotic spindle elongation
protein catabolic process

cellular component
anaphase-promoting complex
mitotic checkpoint complex

nucleus

molecular function protein binding, bridging
ubiquitin-protein ligase activity

sub-ontology. Table 3.3 shows such nodes, and terms they include. A coarse
analysis reveals that original annotations over the RGO get a more general
view of gene functioning with respect to the GO. Indeed, the RGO can be
best thought of as an abstraction over the GO, and once the analysis over
the abstract structure is complete, nothing hinders to return to the GO to
make finer grained inferences.

Most of the identified nodes are self-explanatory. The exception is the
RGO node describing the cell cycle and its regulation, which correctly con-
tains all the GO terms related to cell cycle and to its regulation (both positive
and negative). We note that it also contains the GO terms describing the reg-
ulation of cyclin-dependent protein kinase activity. As previously explained,
CDK-cyclin complex regulates the progression through the cell cycle.

Gene cooperation information
The identification of genes annotated over the same GO term is a widespread
approach to discover genes that participate to the same biological activity.
One of the techniques in widespread usage to this aim is the enrichment of
genes for GO terms [51, 225]. A set of genes is said to be enriched for a GO
term t if the proportion of genes within the set that are annotated over t
exceeds the number that would be expected by chance. Enriched GO terms
describe the activities of the set of genes. Our aim is to show that by using
the original RGO annotations and by leveraging the RGO structure, it is
possible to gain information about gene cooperation, i.e., to discover shared
annotations that are not directly codified in the GO structure.

A thorough analysis of the RGO nodes over which CDC20 is annotated
reveals that the RGO nodes:
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• mitosis and its regulation annotates (among others) BFR1, ECO1,
NIS1, PSE1, and RTT101;

• cell cycle and its regulation annotates (among others) BCK2, CCL1,
CDC33, CDC36, CDC39, CLG1, CTK2, ESA1, FKH1, FKH2, HSL1,
NME1, PCL6, PCL8, PHO80, PTC2, PTC3, RSC3, SEM1, SIC1,
SKM1, and SSN8;

• protein catabolic process and its regulation annotates (among others)
MAC1, MRK1, RPN1, RPN2, RPN3, and RPN4.

It is worth mentioning that in the GO structure none of the listed genes
shares any annotations with CDC20. To assess the reliability of the asso-
ciation among these sets of genes and the specific biological activities, we
use the FunSpec web application [172]. It takes as input a list of genes and
it outputs a summary of functional classes that are functionally enriched
in that list. FuncSpec provides a p-value representing the probability that
the intersection of a given list with any given functional category occurs by
chance. For each set of annotations listed above, we analyzed all the MIPS
Functional Classification with a p-value lower than 0.01. The functional
classes have been downloaded from the MIPS database [137]. If genes in
these sets perform an activity related to the one described by the node, we
would find a significative enrichment for the related functional classes. The
functional enrichment confirm the aforementioned finding reporting that the
most significant functional classes are, respectively, mitotic cell cycle (p-value
of 5.95e−8), mitotic cell cycle and cell cycle control (p-value of 5e−10), and
proteasomal degradation (p-value of 5.16e−8). Let us recall that proteasomal
degradation is a catabolic process essential for many cellular processes, in-
cluding the cell cycle [5]. Hence, notwithstanding that these genes do not
share any GO annotation with CDC20, their function is strictly connected
with it.

Extraction of new pieces of information
In the following we focus on the assessment of the quality of cross-ontology
edges and show that inferred annotations add useful pieces of information
about gene functions and localizations. Specifically, we show how the cross-
ontology edges allow one to retrieve interesting nodes in the cellular compo-
nent and in the molecular function sub-ontologies. It is worth stressing that
the retrieved nodes may not be reached using the original annotations: this
information is specifically unveiled by the proposed tool and we would argue
that it could be hardly found using the GO alone.

We analyze the nodes annotated by CDC20 -just to maintain the same
context as before. Let us consider the setNCDC20 of nodes in biological process
annotated by CDC20. Table 3.4 reports the nodes in the cellular component
sub-ontology on the receiving end of cross-ontology edges that start from
nodes in NCDC20. Only one original annotation can be found among these
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Figure 3.3: RGO fragment. Portion of RGO cellular component annotated
by CDC20. The violet node is annotated by an original annotation. The
green node is annotated by an inferred annotation.

nodes (anaphase-promoting complex). All other original annotations refer to
more general nodes (i.e., nodes on higher levels of the ontology hierarchy).
In this particular case, see Figure 3.3, the nearest original annotation in
the cellular component refers to the nucleus which is three levels above the
inferred annotation cyclin-dependent protein kinase 5 holoenzyme complex.

As a last remark, let us note that a node can be pointed to by several RGO
biological process nodes. For instance, the mitotic spindle node is connected
with two nodes, namely mitotic sister chromatid segregation and its regulation
and mitotic spindle elongation and its regulation.

Table 3.5 shows the nodes pointed by the cross-ontology edges in the
molecular function sub-ontology. In contrast with the previous example, here
one of the found relationships is not accurate. Indeed, the node MHC class
I receptor activity is not related to cell division nor to its regulation. The
wrong association is due to two stems shared by the nodes, namely cell and
activ. We note that the problem is mitigated by the fact that the inferred
similarity value is the smallest of the bunch. A higher similarity threshold
as well as a more sophisticated similarity measure among nodes would avoid
these misassociations. For instance, one may replace the cosine similarity
with a measure that takes into account the semantics of node descriptions
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(e.g., by leveraging well-known tools from the natural language research field,
such as WordNet [138] or Obol [142]).

3.4 Conclusions

In this chapter we presented the Restructured Gene Ontology, a reorgani-
zation of the Gene Ontology. We showed that the RGO nodes allow the
discovery of gene shared annotations, improving the understanding of gene
cooperation, and that the inferred annotations add pieces of information that
are not easily found in the the GO. As a future work we plan to consider other
hints for placing cross-ontology edges. A particular interesting approach is to
take into consideration whether two terms share the same annotations across
all the genomes.

It must be emphasized here that we are not proposing the RGO as a
replacement for the GO. The RGO is to be regarded as an accompanying
tool specifically tailored to draw attention to gene cooperation, activity and
localization.



Chapter 4

Metadata-driven Biclustering of
Gene Expression Data

In the last decade, microarray experiments became the most popular ap-
proach to screen thousands of genes in different experimental conditions so
producing enormous amount of data. Thus, the development of new com-
putational techniques for microarray data analysis as well as for formulating
new biological hypotheses is a need sorely felt by the biological community.

This chapter describes a new biclustering approach that leverages back-
ground information. As a case study we develop a tool that creates homoge-
neous biclusters which recover transcriptional modules.

4.1 Introduction

Clustering allows to partition data into groups (clusters) such that each data
object is similar to all objects within the same group and is dissimilar from
any other object belonging to any other group [94]. Clustering techniques
have been commonly used in microarray data analysis. They enable the
discovery of homogeneous gene (or experiment) groups based on a distance
measure quantifying the degree of correlation of expression profiles [56]. In
this context, the goal of clustering algorithms is to group together genes or
experimental conditions (samples) sharing similar expression profiles.

By applying a clustering approach to both gene and sample dimensions it
is possible to produce a “grid of clusters”. A limitation of this “traditional”
clustering technique is that it is applied on gene or sample sets independently.
Indeed, clustering genes and samples simultaneously is different than cluster-
ing them separately, since in the former case the metric to be optimized needs
to take into account the correlation between the partition of genes and the
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partition of samples. To exceed this limitation of clustering algorithms, bi-
clustering has been proposed [133]. Biclustering algorithms examine gene and
sample dimensions simultaneously, enabling the discovery of more coherent
and meaningful groups (biclusters). In microarray data analysis, biclusters
are potentially overlapping groups of genes that show similar activity pat-
terns under a specific subset of experimental conditions. The biclustering
process allows the identification of potential transcriptional modules, i.e.,
self-consistent subsets of co-expressed (and thus co-regulated) genes and of
experimental conditions inducing this co-regulation [89]. Grouping genes into
modules reduces the effective complexity of a data set, thus enabling a num-
ber of expensive analysis tools that cannot be performed over thousands of
genes at a time (e.g., the reverse engineering of a regulatory network).

Many biclustering methods tailored for gene expression data analysis have
been developed so far. For instance, Cheng and Church define a bicluster as a
subset of genes and a subset of samples having a small Mean Squared Residue
Score (MSRS) [34]. When MSRS is equal to 0, the bicluster contains genes
having the same profiles on bicluster conditions. When MSRS is greater than
0, genes or samples can be removed so to decrease this value. The Cheng
and Church’s algorithm finds maximal size biclusters such that the MSRS is
smaller than a given threshold δ. Tanay et al. describe a heuristic method,
called SAMBA, that combines a graph-theoretic approach with a statistical
data model [201]. SAMBA models the gene expression matrix as a bipartite
graph, and biclusters as sub-graphs. It uses a likelihood score to assess the
significance of each distinct sub-graph. Ihmels et al. propose the Iterative
Signature Algorithm (ISA) [89, 90]. ISA starts with a random bicluster and
iteratively updates it in order to improve a scoring function that captures
the notion of transcriptional modules.

A further limitation of both clustering and biclustering approaches is that
they mainly use distance metrics based only on expression levels. Indeed,
these metrics are not optimized to capture biologically meaningful groups.
Thus, several works proposed to define distance metrics based on additional
sources of information (metadata), such as the Gene Ontology, biological
networks, operon annotations, intergenic distances, and transcriptional co-
responses [21, 72, 195]. These works derive some metrics from the metadata,
and combine them with classical metrics on gene expression values. Unfor-
tunately, these approaches have been proposed for simple clustering only,
also because of the difficulty in designing new measures able to combine dif-
ferent sources of information. Nonetheless, in data mining context, several
solutions are available for the exploitation of knowledge coming from meta-
data. As proposed by Schifanella et al. [182], these methodologies can be
classified into three main groups: metadata-injection, metadata-constrained,
and metadata-driven approaches. Injection-based methods combine meta-
data information and original data in a pre-processing step before the actual
bicluster process starts. Constrained methods use the metadata information
for limiting the admissible grouping in the biclustering process. Metadata-
driven methods modifies existing biclustering algorithms so to choose, at each
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biclustering step, grouping both improving distance measure and preserving
contextual relationships implied by metadata. To the best of our knowl-
edge, only one work exists that exploits metadata-injection or metadata-
driven approaches for gene expression data biclustering [168]. A few works
addressed the problem of finding partitions of gene expression data under
constraints [42, 156, 157, 209].

In this chapter we propose a new metadata-driven method for the biclus-
tering of gene expression data.

4.2 Methods

Let us first introduce some notation. Let A ∈ Rm×n denote a gene-condition
expression matrix. Let aij be the expression level corresponding to the ith
gene under the jth condition. Let I ⊆ {1, . . . ,m}, |I| = k and J ⊆ {1, . . . , n},
|J | = l be clusters of genes and conditions respectively. A bicluster B ∈ Rk×l

is a submatrix of the matrix A specified by the pair (I, J), in formulae:
B = {aij |i ∈ I, j ∈ J}. The problem addressed by a biclustering algorithms
is the identification of a set of biclusters such that each bicluster Bh = (Ih, Jh)
satisfies some homogeneity conditions. The notation AI,J refers to the sub-
matrix of A formed by the rows specified by I and by the columns specified
by J . When one of the two sets is intended to contain all possible indices, a
dot is used instead. For instance, the notation A·,J refers to the submatrix
of A containing all rows, but only the columns specified by J .

Let us identify, for both genes and samples, a set of characteristics (fea-
tures) describing genes/samples themselves, i.e., metadata information. Here,
without loss of generality, we assume that features are binary valued vectors.
Sets of features are represented by a Boolean matrix M . Given an object
(gene/condition) p and a feature f , we set Mpf to true if p has the charac-
teristic described by f , false otherwise. In formulae:

Mpf =

{
true if p has feature f,
false otherwise. (4.1)

By leveraging these sets of features, we define two distance matrices,
namely DG ∈ Rm×m (the gene distance matrix), and DC ∈ Rn×n (the sam-
ple distance matrix). Each matrix entry Dpq is set to the distance between
the pth and the qth object. Specifically, the distance of two objects (p, q) is
evaluated using the Tanimoto distance [173]:

Td(p, q) = −log2Ts(p, q),

where Ts is the Tanimoto similarity, defined as:

Ts(p, q) =

∑
f 1(Mpf ∧Mqf )∑
f 1(Mpf ∨Mqf )

,

where 1(b) assumes the value 1 if b is equal to true, 0 otherwise. Tanimoto
similarity computes the ratio of the number of features set in both the vectors
to the number of features set in one or the other vector.
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Note that the Tanimoto distance is not a distance metric, because it
violates the triangle inequality, which requires that for any three objects p, q,
and r: Td(p, r) ≤ Td(p, q) + Td(q, r). For instance, consider following matrix:

M =

 true false
true true
false true

 ,

and assume that p, q, and r are described by the first, second and third row
of the matrix respectively. The Tanimoto distances among these objects are:

Td(p, q) = Td(1, 2) = −log2

∑
f 1(M1f ∧M2f )∑
f 1(M1f ∨M2f )

= −log2
1(true ∧ true) + 1(false ∧ true)
1(true ∨ true) + 1(false ∨ true)

= −log2
1

2
= 1,

Td(p, r) = Td(1, 3) = −log2

∑
f 1(M1f ∧M3f )∑
f 1(M1f ∨M3f )

= −log2
1(true ∧ false) + 1(false ∧ true)
1(true ∨ false) + 1(false ∨ true)

= −log2
0

2
=∞,

Td(q, r) = Td(2, 3) = −log2

∑
f 1(M2f ∧M3f )∑
f 1(M2f ∨M3f )

= −log2
1(true ∧ false) + 1(true ∧ true)
1(true ∨ false) + 1(true ∨ true)

= −log2
1

2
= 1,

and thus Td(p, r) > Td(p, q) + Td(q, r).
It is to be noted that in the biological context semi-metrics (distances

that do not satisfy the triangle inequality) usually perform better than full-
fledged metrics as it is often the case that two genes are involved in no
common activities, but both share a common function with a third gene.

Metadata-Driven ISA
In order to introduce metadata information inside a biclustering algorithm,
we modified the Iterative Signature Algorithm (ISA). The algorithm we pro-
pose is called Md-ISA and is summarized in Algorithm 1, where the proce-
dure for discovering a single bicluster is described. Multiple biclusters can
be discovered by changing the score thresholds (tG and tC) as well as the
random seed. Lines 6-7 and 9-10 refer to the standard ISA implementa-
tion. Lines 5 and 8 refer to the refinement procedure, called MetaRef. This
procedure uses the metadata information contained in the distance matrices
to adjust biclusters by refining the set of genes/samples they includes. The
details of MetaRef implementation will be explained in the next section.
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Algorithm 1 Md-ISA: Metadata-driven ISA

Input: AG, AC , m, n, DG, DC , tG, tC , δr, δe, N
Output: Bh = (I, J)

1: Initialize: assign to I a random sub set of {1, . . . ,m}, sG = 11×m,
J = ∅, I ′ = ∅, J ′ = ∅, n = 0

2: repeat
3: n← n+ 1
4: I ′ ← I; J ′ ← J
5: MetaRef(I ′, m, DG, δr, δe)
6: sC ← sGI ×AG

I,·
7: J ′ ← J ′ ∪ {j′ ∈ {1, . . . , n}|sCj′ ≥ tCσC}
8: MetaRef(J ′, n, DC , δr, δe)
9: sG ← sCJ × (AC

·,J)
T

10: I ′ ← I ′ ∪ {i′ ∈ {1, . . . ,m}|sGi′ ≥ tGσG}
11: until (I = I ′ ∧ J = J ′) ∨ (n > N)

Md-ISA is a two step iterative procedure. It starts from a random set
of genes I, to which a default gene score (sG) of 1 is assigned, and from
two gene expression matrices, AG and AC , that are built from A by normal-
izing it so to have zero mean and unit variance with respect to genes and
conditions, respectively. In the first step, the set of genes is refined by the
MetaRef procedure (line 5). Let us emphasize that this refinement process
is performed once immediately after the random initialization, thus allow-
ing the actual biclustering step to take advantage of starting from a set of
more homogeneous genes. Afterwards, the change in the weighted average
expression for each condition is evaluated using the gene scores as weights
(line 6). The obtained average values are called condition scores (sC). Only
conditions with a score greater then a threshold tC are retained (line 7). In
the second step, the MetaRef procedure is evaluated again (line 8). Then,
the change in the weighted average expression for the retained conditions is
evaluated for each gene using the condition scores as weights, and the gene
score updated (line 9). Only genes with a score greater then a threshold tG

are retained (line 10). These two steps are repeated until the set of genes
and the set of conditions do not change anymore, i.e., a bicluster is identi-
fied. It is worth mentioning that the MetaRef procedure may sometimes
make the whole algorithm to diverge. In fact, it is possible that a set of
objects is added (respectively removed) by the main biclustering algorithm,
and then removed (added) by the MetaRef procedure, and then added (re-
moved) again, leading to a ping-pong behaviour. To avoid this possibility
the algorithm is stopped also if the number of iterations is larger than N
(line 11).
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Algorithm 2 MetaRef: Metadata-driven algorithm for cluster refinement

Input: I, m, DG, δr, δe
Output: I

1: î← argmini∈I

∑
∀i′∈I,i6=i′ D

G
i,i′

2: d̄I ←
∑

∀i,i′∈I,i 6=i′ D
G
i,i′

2(|I|−1)

3: for all i ∈ I do
4: if DG

i,̂i
> δrd̄I then

5: I ← I \ {i}

6: d̄I ←
∑

∀i,i′∈I,i 6=i′ D
G
i,i′

2(|I|−1)

7: for all i′ ∈ {1, . . . ,m}, i′ /∈ I do
8: if DG

i′ ,̂i
≤ δed̄I then

9: I ← I ∪ {i′}

Metadata-driven refinement procedure
In this section, we describe a new metadata-driven procedure, called
MetaRef, that is used inside the Md-ISA algorithm. MetaRef is sum-
marized in Algorithm 2. We describe the application of the procedure to the
gene dimension with the understanding that it can be applied symmetrically
on the sample dimension.

The first step of our algorithm is the selection of a cluster representative î
(line 1). The representative is defined as:

î = argmini∈I

∑
∀i′∈I,i 6=i′

DG
i,i′ ,

where DG
i,i′ is the distance value between the ith and the i′th genes. Thus, î is

set to the object closest to objects in I. Afterwards, the algorithm evaluates
the cluster average distance d̄I (line 2) as:

d̄I =

∑
∀i,i′∈I,i 6=i′ D

G
i,i′

2(|I| − 1)
.

All the genes belonging to I that are distant from the representative more
than δr times the average cluster distance d̄I are removed from the cluster
(line 3-5). Then, the cluster average distance is updated to reflect the change
in the bicluster composition (line 6). Finally, all the genes not belonging to
I having a distance from î smaller or equal than δe times the new average
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cluster distance are added to I (line 7-9). This step add to the bicluster all
the objects that are likely to be related, but that have been excluded by the
main biclustering process so far.

As a last remark, we note that objects for which no information is avail-
able are not included in metadata matrices. As a consequence, they are not
affected by the metadata-driven procedure and the biclustering algorithm is
still able of grouping objects whose properties are unknown.

4.3 Results

To show the effectiveness of our approach we compared the results obtained
by Md-ISA to those obtained by ISA. Moreover, we show that Md-ISA is
effective in finding transcriptional modules.

For the experiments we used the gene expression data set created by
Hughes et al. (Rosetta yeast compendium) [84]. This data set is composed
by 300 full-genomes microarray experiments of Saccharomyces cerevisiae.
Experiments correspond to mutations in both characterized genes and un-
characterized open reading frames as well as to treatments with compounds
having a known molecular target. All the experiments were conducted under
a single growth condition, allowing the direct comparison of all genes over
all profiles. From this data set we selected 6514 genes having less than 30
missing values, and 276 samples corresponding to deletion mutants. Having
chosen experimental conditions that explicitly refer to (mutated) genes only
has one important side effect: the same features and the same evaluation
metric can be used on both the gene and the sample dimensions.

To assess the quality of the obtained biclusters we used the Biological
Homogeneity Index (BHI) [47]. The BHI measures whether, on average,
genes belonging to the same cluster also belong to the same functional class.
It is evaluated as:

BHI(C) =
1

h

h∑
i=1

1

ni(ni − 1)

∑
p,q∈Ci,p6=q

1 (Φ(p) ∩ Φ(q) 6= ∅),

where Φ is a function mapping each gene g ∈ G to a subset of the
functional classes F = {f1, . . . , fk} describing its activity (specifically,
Φ(g) = {fi ∈ F | g is annotated over fi}), and ni is the number of
functionally annotated genes in Ci, i.e., ni = |{g ∈ Ci|Φ(g) 6= ∅}|. We
chose as functional classes gene mutant phenotypes. A mutant phenotype is
the observable effect that a single mutation has on an organism. To mutate
a gene is a common experimental design in order to understand processes
the gene is involved in. We used the phenotype data collected by the SGD
project [185].
BHI ranges between 0 and 1. A good biclustering algorithm should have high
BHI. Since BHI has been designed to evaluate clusters, it cannot be directly
applied to biclustering algorithms. However, since in this case conditions ex-
plicitly refer to genes, we still applied this metric to the biclustering results
by evaluating each dimension separately.
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Table 4.1: BHI values obtained by the ISA algorithm

Average Standard
BHI Deviation

gene 0.930 0.005
sample 0.089 0.044

Figure 4.1: Size of biclusters found by ISA algorithm (sample dimension).
The graph shows how many biclusters contain a given number of samples.

Thresholds have been set as suggested by Ihmels et al. [89] and by Csardi
et al. [44]. Specifically, threshold tG has been set to range from 1.8 to 4 (in
steps of 0.1), and tC has been fixed to 2. These values were used in both
ISA and Md-ISA. In MetaRef we set δr and δe to 2 and 0.5, respectively.
These values allow the deletion of very far objects and the addition of very
close objects. Thus, on the one hand, only completely unrelated objects
are discarded, and on the other hand, the noise is kept under control and
biclusters cannot grow arbitrarily. The value of N in Md-ISA has been
set to 100. For each experiment 20 runs have been performed and results
averaged.

Before delving into the evaluation of both MetaRef and Md-ISA per-
formances, let us describe the results obtained by ISA. As shown in Table 4.1,
ISA obtains good results when the BHI is evaluated on gene clusters. This
result is not surprising: ISA is considered one of the best approaches for
identifying functional enriched biclusters [163]. Nevertheless, the BHI value
dramatically decreases when sample clusters are examined. This is due to
the size of discovered biclusters (see Figure 4.1). Indeed, ISA creates many
biclusters grouping few samples (we will refer to this issue as “the sample
bicluster size problem”). For instance, 17 out of the 21 identified biclusters
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group only two samples. Thus, ISA is able to identify biclusters of function-
ally enriched genes, but only in a small subset of samples.

Using the RGO for metadata-driven biclustering

MetaRef uses a priori knowledge to support the biclustering process in
order to obtain biologically-relevant results. Thus, the choice of the metadata
must be coherent with the aim of the analysis. Since our main goal is to
show that biclusters represent transcriptional modules, we selected metadata
information (and then features) that highlights cooperative genes and that
emphasize common responses to experimental settings. To this purpose, we
used the information codified into the Restructured Gene Ontology (RGO)
(see Chapter 3). Specifically, we used three sets of features for describing each
gene g (and each sample). Each set of features refers to one of the three RGO
sub-ontologies: RGO biological process (BP), RGO cellular component (CC),
and RGO molecular function (MF). These sets of features identify genes that
participate to the same biological activities (sets for BP and MF) or take
into consideration physical closeness of genes (the set for CC). We identify a
feature for each RGO node n. Then, we redefine formulae (4.1) as:

Mgn =

{
true if g is annotated over n
false otherwise

For instance, let us consider a toy ontology composed of five nodes
N1, . . . , N5, and two genes: g1, annotated on node N3 and N5, and g2, anno-
tated on N1 and N5. By using this set of features genes are then represented
by the following Boolean matrix M :

N1 N2 N3 N4 N5[ ]
g1 false false true false true
g2 true false false false true

.

In this example M11 = false states that g1 is not annotated on N1, and
M21 = true states that g2 is annotated on N1.

Table 4.2 (Columns 3 and 4) describes, for each set of features, its size
and the percentage of genes having at least one annotation on genes/samples
dimension. Let us recall that only genes/samples having at least one associ-
ated information are included in the distance matrices. Table 4.2 also reports
(Columns 5 and 6) the obtained BHI values, showing that the metadata-
driven procedure performed by Md-ISA highly increases BHI values with
respect to those obtained by ISA, especially, but not limited to, on the sam-
ple dimension. Moreover, the size of biclusters on the sample dimension is
well spread with respect to that obtained by the ISA algorithm (see Fig-
ure 4.2). It can be argued that this property makes them more meaningful
from a biological point of view.
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Table 4.2: BHI values obtained by the Md-ISA algorithm when metadata
are extracted from the RGO.

Metadata BHI
RGO Number of Annotated Average Standard

sub-ontology features genes Deviation

BP gene 15,589 83.8% 0.940 0.005
sample 70.0% 0.838 0.090

CC gene 2,918 83.8% 0.935 0.002
sample 70.0% 0.673 0.060

MF gene 9,149 83.8% 0.939 0.006
sample 70.0% 0.849 0.072

Sample bicluster size
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Figure 4.2: Size of biclusters found by Md-ISA algorithm (sample dimen-
sion). The figure shows, for each set of features, how many biclusters contain
a given number of samples.
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Table 4.3: BHI values obtained by applying MetaRef in different ways

post-processing metadata-driven
RGO Average Standard Average Standard

sub-ontology BHI Deviation BHI Deviation

BP gene 0.939 0.004 0.940 0.005
sample 0.020 0.009 0.838 0.090

CC gene 0.938 0.003 0.935 0.002
sample 0.017 0.009 0.673 0.060

MF gene 0.938 0.002 0.939 0.006
sample 0.018 0.009 0.849 0.072

Metadata-driven procedure vs metadata post-processing
It could be argued that the metadata-driven procedure would yield to com-
parable results when used as a mere data post-processing (instead of being
incorporated into the algorithm as in our proposal). To rule out this hy-
pothesis, we applied MetaRef to the biclusters outputted by ISA as a final
refinement step. Table 4.3 shows the obtained BHI values, and the figures
for Md-ISA that we already discussed. Results are grouped according to
the metadata used. BHIs evaluated on gene clusters are larger than those
obtained by the standard ISA in both experimental settings. However, this
simple post-processing cannot avoid the “sample bicluster size problem”. On
the contrary, it seems that a post-processing driven approach leads to even
worse performances. This is due to the small size of the original biclusters.
Indeed, when the MetaRef procedure is applied starting from few genes the
result is unpredictable and usually meaningless.

Transcriptional modules discovery
In addition to the evaluation performed by means of the BHI values, we per-
formed an in-depth analysis to assess the biclusters quality from a biological
point-of-view. To this purpose, we now focus on biclusters obtained by a run
of Md-ISA using the RGO BP metadata. It results in 83 biclusters showing
a BHI value of 0.935 for the gene dimension, and a BHI value of 0.831 for
the sample dimension. These figures are close to the average values already
presented. Within this result set, we focused on its smallest member (so to
allow manual analysis) which groups 39 genes and 3 different experimental
conditions (the mutant genes HST3, TUP1, and SSN6). In the rest of this
section we will refer to the set of genes in the selected bicluster with the
symbol I and to the set of mutants with the symbol J .
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Figure 4.3: Bicluster heat map. The rows represent genes belonging to I,
and the columns represent genes (mutant conditions) belonging to J . Each
cell is filled based on the level of expression of that gene in that condition.
Coloured segments on the left show a possible division on the gene dimension
based on expression levels.

In order to asses the quality of the association between genes and sam-
ples, we analyzed biological functions that both groups perform. Mutant
genes belonging to J are involved in metabolic activities. In particular, the
SSN6-TUP1 protein complex is involved in the metabolism of galactose as
well as of alternative carbon sources [1]. HST3 is involved in short-chain fatty
acid metabolism [192] and several studies showed that calorie restrictions
may interfere with HST3 activity [128]. A functional enrichment of genes
in I performed by means of the FunSpec web application using the MIPS
Functional Classification (see Section 3.3 for details) reveals that they are
involved in sugar transport (p-value 8.37e−7), metabolism (p-value 3.40e−5),
and in metabolism of energy reserves (p-value 3.06e−4). Summarizing, both
I and J genes are involved in metabolic processes, thus confirming the faith-
fulness of the obtained bicluster.

In the following discussion we point out evidences suggesting that the
genes in the selected bicluster forms a transcriptional module: i.e., they are
co-expressed and bound by the same transcription factors. Let us then con-
sider Figure 4.3 that shows the heat map of the selected bicluster. An im-
portant observation about the figure is that, in contrast to what one would
expect for a transcriptional module, the genes do not appear to have a very
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Figure 4.4: Interactions among genes biclustered together (gene dimension).
Genes belonging to I are coloured according to clustering reported in Fig-
ure 4.3; specifically using the colours reported in colour bar on the left of
the figure. Edges represent genetic interactions. The network is built and
visualized using the GeneMANIA Cytoscape plugin.

close profile. In fact, as shown by the coloured segments on the left, one
can easily recognize five different groups of co-expressed genes. However, the
following argument shows that they participate to the same process nonethe-
less. This shows that the metadata driven approach allows the discovery of
transcriptional modules that could not be recovered using expression profiles
alone. The first evidence we present supporting our claim about genes in I is
based on an analysis we conducted using the Yeast Promoter Atlas [31]. We
used this tool to obtain the list of transcription factors that bind genes in I.
Among the found transcription factors there is SPT15 (an essential general
transcription factor involved in directing the transcription of genes [219]) that
binds 11 of the genes in I, MSN2 (a transcription factor involved in response
to several stresses including glucose starvation [66]) that binds 8 genes, and
NRG1 (a transcriptional repressor that recruits the SSN6-TUP1 complex to
promoters and mediates glucose repression [226]) that binds 5 genes. Interest-
ingly, the genes bound by the these transcription factors are not localized in
any one of the five co-expressed groups we mentioned before. Then, despite
being in different co-expression groups, there exist transcriptional interac-
tions among them. The second piece of evidence we provide confirms this
finding. Figure 4.4 shows the genetic interactions among genes belonging to
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I as created by the GeneMANIA Cytoscape plugin [140, 187]. GeneMANIA
leverages data collected from several primary studies and from the BioGRID
database and reports information about gene interactions. Specifically, the
resulting network has an edge between two genes if they are functionally as-
sociated, i.e, “the effects of perturbing one gene were found to be modified
by perturbations to a second gene” [140].

4.4 Conclusions

In this chapter we presented a new metadata-driven biclustering method.
In detail, we described i) a new approach to extract metadata information
from the RGO, ii) a general algorithm, namely MetaRef, for exploiting
the extracted metadata, and iii) a modified version of ISA (Md-ISA), that
implements our proposal. A test performed on a S. cerevisiae microarray
compendium showed that Md-ISA obtains better results than the ISA algo-
rithm.

Let us remark that the MetaRef definition is very general: it only re-
quires the availability of some metadata, without focusing on a specific kind of
knowledge. Hence, it can be used with any source of information. Moreover,
the MetaRef algorithm can be exploited in other biclustering algorithms
(e.g., Chang and Church biclustering approach). As a future work, we plan
to test the performances of the presented metadata-driven technique when
different prior information are available as well as when it is used to drive
other biclustering algorithms.
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Chapter 5

Reverse Engineering and the
DREAM Challenge

The reverse engineering of gene regulatory networks is a challenging task
that requires the exploitation of mathematical and computational techniques.
This task requires the inference of the interactions among the genes that com-
pose a biological system. A widespread approach to extract such interactions
is by analyzing microarray data.

This chapter presents a state-of-the-art of reverse engineering methods,
and describes an approach integrating evidences derived from several types
of microarray experiments. This approach has been applied to the DREAM5
microarray compendia, and despite its simplicity the approach fared fairly
well when applied to real data sets.

5.1 Introduction

In the last decade, a lot of research has been carried out to address the prob-
lem of modeling of gene regulatory networks. Nonetheless, a gene regulatory
network is still far from being trivial to define and to build.

According to a recent definition by Lefebvre et al., a gene regulatory model
is a “a computable representation based on empirical data that allows the
inference of measurable macroscopic dependent variables as function of other
independent variables” [120]. This definition includes several types of models,
ranging from a highly-abstract view of the cellular system to very specific
models. Inside each class of models, a large number of formalisms arose, and
several attempts for their classification have been proposed [85, 114, 119, 131].

In this chapter we introduce a state-of-the-art of reverse engineering and
a simple approach that makes use of statistical tools to extract information

47
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Topology Models Influence Models Dynamic Models

Bayesian
Networks

Pairwise statistical 
association 

linkeage models

Boolean Networks

Petri Nets

Differential 
Equations

Level of DetailsLow High

Figure 5.1: Overview of models and formalisms for the reverse engineering of
gene regulatory networks. The most left formalism allows one to model the
coarsest level of knowledge about cellular system. Moving to the right, the
level of details increases.

about gene interactions from several types of microarray experiments. This
approach has been used in the DREAM5 network inference challenge [53],
obtaining appreciable results.

5.2 A state-of-the-art of reverse engineering

In the following, a subset of the state-of-the-art formalisms is presented. We
classify these formalisms according to the class they belong to (and thus
according to the level of detail they can manage). This classification, sum-
marized in Figure 5.1, has been commonly used in literature [88, 120, 184].

Topology models are at the highest level of abstraction. They describe
the network as a graph. Genes are represented by nodes, and relationships
are represented by edges connecting nodes. From a semantic point of view,
this model represents the knowledge about interactions among genes, with no
additional (e.g., causal) information. Even though a topology model contains
only a mere qualitative graphical representation of a cellular system, it is use-
ful to point out relevant information. For instance, by executing algorithms
for clique discovery, genes whose activities are involved in the same cellular
behaviour or in the same phenotype (i.e., genes that belong to the same func-
tional module) can be identified. Thanks to the high level of abstraction they
enjoy, topological models are capable of representing genome-wide networks.

In this class we single out pairwise statistical association linkage models.
They use a measure of similarity (distance) between gene expression levels to
capture the statistical dependence between pairs of genes: two genes are pre-
dicted to interact if their distance value is above (below) a given threshold.
Euclidean distance, Chebyshev distance, Minksowski distance and Angular
separation are examples of such measures. The most widely used similar-
ity measures are the Pearson Correlation Coefficient [56, 116, 198] and the
mutual information measure [15, 28, 134].
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Influence models add semantic information to topology models. Gene
regulatory networks are still represented as graphs, but edges refer to a spe-
cific kind of influence: an edge may describe that a change in the gene ex-
pression level of one gene is due to the change of the gene expression level of
another gene (causal influence) or it may represent the interaction between
two different gene products (physical influence).

Bayesian Networks belong to this class of models. They are probabilistic
graphical models that explicitly state the independencies in a multivariate
joint probability distribution using a graph based formalism [151]. Gene net-
works that use this formalism model each gene by a random variable (i.e.,
by a node in the graph). A directed edge between two variables indicates
an influence from the parent to the child. A Bayesian network associates a
conditional probability P (X|PaX) to each variable X, where PaX is the set
of parents of X. The joint distribution over the set of all the system variables
is represented as the product of all the associated conditional probabilities:
P (X1, . . . , Xn) =

∏n
i=1 P (Xi|PaXi). Bayesian Networks provide a flexible

and well-formalized language, allowing the introduction of prior biological
knowledge [215]. Moreover, learning methods for inferring both structure
and parameters, even in the case of incomplete data, are known [109]. These
advantages lead to a wide use of Bayesian Networks in modeling gene regu-
latory networks [58, 57, 75, 166]. Unfortunately, limitations in the Bayesian
formalism (e.g., they cannot cope with loopy graph structures) may hin-
der the correct modeling of real world dependencies. A particular class of
Bayesian Networks, the Dynamic Bayesian Networks, can be used to allow
feedback-loops or to deal with time series measurements [147, 158, 221].

Dynamic models represent both the qualitative and the quantitative
information. A dynamic model allows the simulation of cellular system be-
haviours. In these models the identification of both the structure and the
parameters is not trivial: it requires prior knowledge about reaction mecha-
nisms as well as experimental data to estimate the kinetic parameters. Thus,
its complexity allows to handle only small-size networks.

In this class are included Boolean networks, Petri nets, and differential
equations based models. Boolean network models are discrete dynamic mod-
els, where each gene is codified by a Boolean variable representing active
and inactive states [102]. If a gene is expressed the corresponding variable
assumes the value 1, otherwise it assumes the value 0. At each time step,
the value of a single variable depends on the values of its regulators at the
previous time step. The Boolean network structure could be known a priori
or could be inferred from microarray experiments [54, 122]. Despite using a
very simple model, Boolean Networks yield accurate predictions of biological
systems, as proved by studies about the development module in Drosophila
and about the Saccharomyces cerevisiae cell-cycle dynamics [3, 121].

Petri nets are bipartite graphs represented as collections of places and
transitions connected by directed arcs. The marking of the network is an
assignment of tokens to places, and the marking of a place represents its
state value. System dynamics are given by the evolution of the marking,
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that changes every time that a transition fires [159]. In the molecular bi-
ology context, tokens describe the amount of biochemical compounds (e.g.,
proteins, genes, and chemical complexes), whereas rates of transitions model
the occurrence speed of their reactions. Petri nets are particularly suitable
to represent reactions where compounds are consumed (such as in metabolic
pathways [78, 167]), but they have also been used to represent gene regulatory
networks [32, 33, 203].

Differential equations describe the change in the expression level of a gene
as a function of other gene expression levels over time. Even though the reg-
ulatory processes are characterized by non-linear dynamics, few approaches
take into account non-linear functions [48, 212], instead most often linear
models are adopted as a viable approximation [12, 50, 125].

5.3 Methods

Here we introduce a Naive Bayes based approach for reverse engineering.
It allows the integration of multiple sources of information as well as the
easy elicitation of background knowledge from domain experts. We use the
DREAM5 microarray compendia as a case study (to be described in Sec-
tion 5.4). Each compendium is composed by microarray experiments that
correspond to several experimental designs. Our goal is to obtain a list of
edges linking transcription factors to their targets sorted by a plausibility
measure.

We start by processing each experiment in order to identify the sets of
differentially expressed genes. Different statistical techniques are used ac-
cording to the experimental design at hand. By assuming that differentially
expressed genes are likely to interact with one another, we set edges among
them as candidates for being included in the final network. The outcome of
this step is a set of candidate edges for each experimental setting and our goal
is to compute the probability that a candidate edge belongs to the network
given its experimental evidence. Our approach is based on the observation
that relationships derived from different experimental designs may have dif-
ferent reliabilities (e.g., knock-out and over-expression experiments offer more
reliable evidences than wild-type or perturbation experiments [86, 111]).

Let us consider a sampling experiment where possible edges are drawn at
random and denote by X a stochastic variable that assumes value 1 when
the drawn edge belongs to the network and 0 otherwise. Let us also define
Y1 . . . Ym to be the values of statistics assessing the given edge (e.g., the p-
values provided by the maSigPro algorithm during the analysis of a time series
experiment). We would like to compute the probability P (X = 1|Y1, . . . , Ym),
that is probability that an edges exists given the output of the statical anal-
yses. By Bayes’s theorem, the probability P (X = 1|Y1, . . . , Ym) could be
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written as:

P (X = 1|Y1 . . . Ym) =
P (Y1, . . . , Ym|X = 1)P (X = 1)∑

x∈{0,1} P (Y1, . . . , Ym|X = x)P (X = x)

=

∏
i=1,...,m P (Yi|X = 1)P (X = 1)∑

x∈{0,1}
∏

i=1,...,m P (Yi|X = x)P (X = x)
(5.1)

where equality holds by assuming Yi and Yj to be independent given X for
each i, j (i 6= j), and term P (X = 1) is the a priori probability of observing
an edge belonging to the network.

To compute the sought probabilities in Formulae (5.1), we need to specify
the distributions of X and of each Yi given X. To compute the former we
exploit a common accepted assumption: that biological networks have a scale-
free topology [2]. In a scale-free network, the probability that a randomly
chosen node has exactly k edges is P (k) = k−γ , with γ ∈ [2, 3]. Here, as
suggested by Barabàsi and Albert [14], we set γ = 3. It follows that the
number of edges in a scale-free network with N genes can be computed as:

e(N) =
N∑

k=1

N × P (k)× k = N
N∑

k=1

1

k2
.

By approximating the quantity
∑N

k=1
1
k2 with π2

6 (its limit for N → ∞), it
follows that in a network of sizeN the probability that ‘picking at random two
genes they are connected’ is e(N)/N2 = π2

6N . Then we set P (X = 1) = π2

6N

and P (X = 0) = 1− π2

6N .
To compute formula (5.1) the distributions of the Yi given X still need

to be specified. Since no data is available to estimate them, it is necessary
to elicit them from a domain expert on the basis of the confidence she/he
has in the tools that generated the Yi values. Statistics she/he is less confi-
dent about (e.g., the Pearson Correlation Coefficient evaluated in a wild-type
experiments) are associated with uniform-like distributions, other ones (e.g.,
limma evaluated in a knock-out experiment) are associated with distributions
more peaked at one of the extremes. Figure 5.2 shows the distributions one
may choose for an analysis based on the Pearson Correlation Coefficient and
one based on the limma package. The complete system architecture is shown
in Figure 5.3.

The presented framework allows for very different kind of knowledge to be
merged in a straightforward way. This flexibility is of paramount importance
nowadays. The huge amount of omics data available (e.g., Next Generation
Sequencing data [136]) and the trustable set of literature-derived edges make
for perfect examples of very different and informative data that are valuable
to merge. Augmenting an existing predictor with data from an additional
source of information, such as Next Generation Sequencing data, consists in
selecting a proper analysis tool and in specifying the distribution that model
the analyst’s confidence in the selected tool.
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Figure 5.2: P (Yi|X = 1) distribution for PCC and limma p-value statistics
used in the Naive Bayes approach.
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Figure 1: Description of the analysis process.

=
Q

i=1...m

P (Y
i

|X = 1)P (X = 1)P
x2{0,1}

Q
i=1...m

P (Y
i

|X = x)P (X = x)

where the equality holds by assuming independence between the statistic values.
In order to compute the given formula, we need to specify the probabilities

for P (X = 1) and P (X = 0). We evaluate them by exploiting the fact that
in scale free networks: k�� is the probability that a randomly chosen node has
exactly k edges (where � 2 [2 . . . 3]). Here, as suggested in [1], we set � = 3. It
follows that the number of edges e(N) in a scale free network of size N can be
computed as:

e(N) =
NX

k=1

N ⇥ P (k)⇥ k = N
NX

k=1

1
k2

We approximate the quantity
P

N

k=1 1/k2 with ⇥2/6 (its limit for N !1). The
apriori probability P (X = 1) of piking up an edge belonging to a network of
size N is given by e(N)/N2 = ⇥2/6N .

Finally, each of the P (Y
i

|X = x) distributions has been built by taking into
consideration the confidence that we had about each statistic.
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are evaluated by means of a statistical tool. Then, the network is build by
using a Naive Bayes approach.
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5.4 Results

As mentioned, the presented approach competed in 2010 to the Dialogue
for Reverse Engineering Assessments and Methods contest (DREAM5) [53].
Each year, the DREAM organizers propose several challenges about the infer-
ence of biological networks and/or the prediction of how they are influenced
by perturbations. Each method submitted to a challenge is evaluated us-
ing rigorous metrics and compared with others. Thus, the challenge allows
a fair assessment of the strengths and weaknesses of the proposed methods
and an objective judgement about the reliability of submitted models. Be-
sides, experimental and synthetic benchmark data sets are provided to the
community.

Four different challenges have been proposed in 2010. The challenge
number four (the network inference challenge) deals with the inference of
genome-scale gene regulatory networks over several organisms. Among the
four provided data sets, one derives from in silico experiments, the others cor-
respond to the three real organisms. Each data set is composed by three files
containing: a list of putative transcription factors, the gene expression data,
and meta-information describing the experimental design of each microarray
experiment. Gene expression data were pre-processed by the DREAM or-
ganizers in order to allow direct comparison of all genes over all conditions.
Four broad classes of experimental settings are used in the experiments: gene
deletion, gene over-expression, time series, and perturbations; some experi-
ments are made by using a combination of different experimental settings.
In order to allow a fair comparison of the methods, each data set is made
available in an anonymized format: genes and experimental settings are pro-
vided with meaningless identifiers so that the only meaningful information
in the data sets is the value of the measured gene expression levels. A file
containing the gold standard network was revealed after the contest deadline.

The challenge requests to submit a list of (at most) 100,000 edges linking
transcription factors to their targets (either genes or transcription factors).
The list needs to be sorted according to a plausibility measure.

We processed the microarray experiments according to to their experi-
mental settings using appropriately chosen statistical tools. Wild-type exper-
iments were analyzed using the Pearson Correlation Coefficient (PCC) [153].
We added to the candidate list an edge linking a transcription factor to a
gene if the absolute value of their correlation is greater than 0.5. Knock-
out/over-expression experiments went through a limma analysis. We added
to the candidate list an edge among the deleted/over-expressed transcription
factor and all the differentially expressed genes having a p-value < 0.05. In
addition, a z-score of the difference between wild-type and treatment exper-
iments was used when the limma analysis could not find any differentially
expressed gene. An edge among the deleted/over-expressed transcription
factor and all the genes is added to the candidate list. Perturbations were
analyzed with the limma algorithm, and the PCC was used to assess the de-
pendence among the identified transcription factors and all the other differ-
entially expressed genes. An edge was added to the candidate list if it insists
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on a pair 〈transcription factor, differentially expressed gene〉 having p-value
< 0.05 and |PCC| > 0.5. Time series experiments were processed with the
maSigPro algorithm in order to detect the differentially expressed genes that
are clustered together (again only differentially expressed genes having a p-
value < 0.05 were considered). Within each cluster returned by maSigPro,
we evaluated the PCC among all transcription factors and genes profiles,
and we added an edge to the candidate lists if pairs of transcription fac-
tors/differentially expressed genes have |PCC| > 0.5. We generated our re-
sults by enumerating all possible pairings of transcription factors and genes
and using the formula (5.1) to assess the edges plausibility. The sorted edges
list was then truncated to size 100, 000.

Submitted results have been compared, by the DREAM organizers, with
a gold standard. Of the four networks under investigation: network 1 corre-
sponds to a synthetic data set; network 2 corresponds to the Staphylococcus
aureus, a bacterium for which a gold standard is not available (consequently,
result sets targeting this network has not been evaluated); networks 3 and
4 correspond to well-known organisms, namely Escherichia coli and Saccha-
romyces cerevisiae.

The Area Under the Receiver Operating Characteristic curve (AUROC)
and the Area Under Precision/Recall curve (AUPR) evaluation measures
have been used to compare the submitted networks. The two curves are
built by varying the size of edges list and measuring how the re-dimensioned
lists performed. The AUROC is computed using the ratio between the true
positive rate, and the false positive rate (see Section 6.3 for details). The
AUPR is calculated using the ratio between precision (i.e., TP

TP+FP ) and recall
(i.e., TP

TP+FN ).
The method overall score is as follows. A p-value is calculated for each AU-

ROC and AUPR scores. Then, two statistics, the AUROC p-value (pAUROC)
and the AUPR p-value (pAUPR), are calculated by taking the geometric mean
of the p-value scores on each network. Finally, the method overall score is
calculated as − 1

2 log10(pAUROC × pAUPR) (additional details can be found
in [164, 197]).

Table 5.1 reports the method rankings as published by the DREAM orga-
nizers. Results for the presented method are typeset in a boldface font. Our
methodology obtains middle-ranking performances. Upon closer inspection,
however, it is apparent that the proposed approach performs badly on the
task of reconstructing the synthetic network. Table 5.2 shows the resulting
ranking along with the re-evaluation of the measures on networks 3 and 4
only. In this is new evaluation our method ranks in the top positions.

5.5 Conclusions

In this chapter we presented a state-of-the-art for reverse engineering and a
Naive Bayes approach. The presented approach has two advantages: i) it can
be applied even when no information is available on the network structure,
and ii) it is easy to extend with new evidence. Needless to say, this method
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is one of the simplest approaches that can be developed for a problem of this
complexity. Indeed, simplicity has been one of the goals we strove to attain
in its design. This choice has been also motivated by the fact that when
real networks are to be analyzed, data scarcity and its quality demand for
classifiers built using a small number of well understood parameters. Also,
past DREAM conferences emphasized that simpler methods tend to perform
as well as others [164, 197].

Our method performs remarkably better in the case of real networks than
with synthetic ones: it is among the top performers (it ranks third out of
29) when the synthetic data set is hold out from the evaluation (it ranks
15th otherwise). A number of interesting questions could be raised by this
observation: what is in synthetic data set that set them apart from natural
ones? Should one strive to optimize new algorithms more aggressively on
natural data sets? Could the culprit be found in the quality of real data,
so that most of these methods will perform much better when this quality
increases? We believe that the answers to these questions may be important
to better understand current tools and to develop new ones.

As a future work, we plan to leverage the available gold standards using a
learning approach. In this way, the importance of each experimental design
as well as of each additional data source for setting correct edges can be cap-
tured. The aim of the resulting framework is to assess which experiments to
execute in order to obtain the better performances in the reverse engineering
task.





Chapter 6

Reverse Engineering through
Granger Causality

Time series data contains a lot of information about causal relationships
whose exploitation may allow a deep comprehension of biological mecha-
nisms. Also, the progress of high-throughput technologies provides insights
on different aspects of the regulatory process. Thus, the use of time series
information derived from multiple high-throughput data sources is likely to
foster the development of techniques able to improve the understanding of
the regulatory machinery.

This chapter presents a method for the reverse engineering of gene regu-
latory networks that uses a popular econometrics statistical hypothesis test,
namely the Granger Causality. This approach integrates two kinds of tempo-
ral data: transcription and protein profiles. When applied to Saccharomyces
cerevisiae under oxidative stress the proposed approach gives promising re-
sults.

6.1 Introduction

Gene expression is a temporal process. Usually, the response machinery
starts by activating some transcription factors that control the gene expres-
sion resulting in a regulative cascade. The discovery of these temporal events
is made feasible by time series microarray experiments, that measure tran-
script expression profiles over several time points at the genome scale.

Several formalisms have been used to model time relationships; dynamic
Bayesian networks and ordinary differential equations are the most popular
(see Section 5.1 for a brief review). Recently, new techniques from other
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fields of research have been applied to the reverse engineering task. For in-
stance, the Granger Causality test [67] has been recently used for modeling
gene regulatory networks [126, 227, 230] and a comparative study shows that
it outperforms dynamic Bayesian networks on large data sets [229]. Roughly
speaking, a random variable Y is said to Granger cause a variable X if knowl-
edge about the past behaviour of Y improves the predictions of X. In fact,
although Granger Causality actually measures correlations, it is a widespread
belief that it reflects causality among variables. Granger Causality is natu-
rally able to solve two important problems in the reverse engineering task:
topology reconstruction and directionality identification: the Granger test
infers topology, and time indicates directionality [206].

A limitation of the majority of the reverse engineering methods is that
they infer gene regulatory networks from transcript expression profiles alone.
Thus, they are likely to miss important pieces of information as well as to
identify misassociations. For instance, these methods assume that the pro-
teins abundance is proportional to mRNA levels. In Section 2.1 we mentioned
that this is not always the case: post-transcription as well as post-translation
modifications may occur. Moreover, when transcript profile alone are consid-
ered, the Granger Causality test does not allow the presence of self-loops, that
are instead an important facet of biological networks. Recently, however, the
progress of high-throughput technologies made available a lot of quality infor-
mation about different aspects of cellular systems and about roles of cellular
components. For instance, several techniques are available to measure pro-
tein abundance in both steady state and time series [191, 207], and it seems
likely that such data will be increasingly available in the future [154]. Thus,
the idea of exploiting such information by integrating multiple data sources is
becoming increasingly appealing and several works have been proposed that
cope with data of protein-protein interactions and of transcription regulation
as well as database information [135, 214, 220]. However, a limitation of
these approaches is that they do require that a network for the problem at
hand is already available: they cannot deal with raw data alone. This is a
big limitation since in most cases building the network is one of the research
goals.

In this chapter we propose a Granger Causality test that makes use of
mRNA and protein time series data. Specifically, we propose to infer a gene
regulatory network by evaluating a Granger Causality test among protein and
mRNA profiles. The idea behind this approach is the exploitation of the pro-
cess that drives real cellular systems: changes in transcript expression levels
are caused by changes in protein concentrations. By considering influences
between mRNA and protein we also overcome some limitations presented by
other reverse engineering approaches, such as post-transcription and post-
translation modifications. The presented approach is still in a preliminary
state. Nonetheless, the results we obtained are promising, and further inves-
tigation may lead to more appreciable outcomes.
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6.2 Methods

Before explaining our reverse engineering approach, we describe the short-
comings of the data sets that are currently available for this kind of task,
and how these data sets are used in the presented method. Usually, both
mRNA and protein profiles are measured at few and specific time points,
that are thickly sampled shortly afterwards a cell treatment; few values are
instead measured long afterwards. In this way, fast changes that do not hap-
pen at the beginning of the experiments can be easily missed. However, it
is a widely accepted assumption that unexpected dynamics are unlikely to
occur a long time after the treatment. Also, the number of measured time
points is greatly lower than the number of interactions to model, thus lead-
ing to an underdetermination problem. A widespread approach to overcome
low-frequency sampling is to use interpolation, random effect regression or
smoothing [13]. Following this idea, we fit a cubic smoothing spline to the
experimental data. Hereafter, any figure mentioned will refer to the results
of spline interpolation instead of raw experimental values, as exemplified by
Figure 6.1.

The idea behind the presented approach derives from the assumption that
a transcript expression level at a certain time can be the result of a protein
expression level at previous time points. That is, we assume that causal
relationships among proteins and mRNAs exist if the protein activation oc-
curs before the mRNA activation, while no interaction exists otherwise. We
evaluate causal relationships by means of a bivariate Granger Causality test.

Let us consider a set of random variables X = {X1, . . . , Xn} describing
mRNA profiles, with Xi being the expression profile of the ith mRNA; and
a set of random variables Y = {Y1, . . . , Ym} describing protein profiles, with
Yj being the expression profile of the jth protein. Let us denote by X

(l)
i and

by Y
(l)
j the l past values of Xi and Yj , respectively. Let us then consider the

regulative process (Xi, Yj): we aim at evaluating whether Y
(l)
j is useful for

predicting Xi, i.e., we seek to determine whether the protein Yi influences
the transcript Xi. The null hypothesis to test is that Yj do not help in
predicting the value of Xi. Let us define as e(Xi|X(l)

i ) the error made by the
autoregression model of Xi given its l past values, and as e(Xi|X(l)

i , Y
(l)
j ) the

error made by the regression model of Xi given its l past values and the l

past values of Yj . If we can determine with confidence that e(Xi|X(l)
i , Y

(l)
j ) <

e(Xi|X(l)
i ), we conclude that Yj Granger cause Xi. F-statistics and p-values

are used in order to reject the null hypothesis and to evaluate its confidence.
The bivariate Granger Causality test is evaluated for each regulative pro-

cess (Xi, Yj) ∈ X×Y. An edge between Xi and Yj is set if the null hypothesis
is rejected. Finally, edges are sorted according to increasing p-values and de-
creasing F-measures.

The choice of the lag l is not straightforward. Previous Granger causality
approaches assume l = 1, thus ignoring the possibility of slow influences.
Moreover, it is widespread accepted that regulatory processes do not show
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Figure 6.1: RRB1p protein profile under oxidative stress. Points represent
experimental measurements. Line represents the interpolating cubic spline.
The red box highlights the phase of response to stress. The green box high-
lights the recovery phase.

homogeneous lags, and to set l to a fixed value can be a poor approximation.
For instance, Lozano et al. showed that considering time lags larger than
1 improves the model accuracy [126]. Here, we propose to evaluate the lag
between Yj and Xi as the difference between the start time of Yj and the
start time of Xi. In order to identify the start time, we divide each profile
into intervals such that the expression profile is monotonic in each of them.
The interval where mRNA/protein fold-change is the largest, or (when multi-
ple dynamic intervals were observed) the first interval exceeding a threshold
change is said to be the primary interval. We set the start time Ts to the
time point where the primary interval begins. For instance, Figure 6.1 shows
the profile of a protein regulating the ribosome biogenesis, namely RRB1p,
when exposed to oxidative stress. Its profile goes through two main phases:
as a response to the stress (red box) the protein is down-regulated; when
recovering (green box) the protein abundance returns to a normal level. The
response phase shows the largest fold-change and thus corresponds to the
primary interval. Since it starts at time 0, we set the start time of RRB1p to
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Figure 6.2: RRB1p and GRE3 profiles under oxidative stress. The blue line
represents RRB1p profile. The orange line represents GRE3 profile. Boxes
show the primary intervals. Dashed lines and points highlight the response
start times. The length of the dashed black segment represents the value we
infer for the lag variable.

this value, that is Ts = 0. Figure 6.2 shows how the lag between RRB1p and
GRE3 (a stress induced gene) is evaluated. It reports the RRB1p profile and
the GRE3 profile. GRE3 primary interval starts at time 33. Thus, the lag
between RRB1p and GRE3 is evaluated as l = 33−0 = 33 (black segment).

Due to the lower-frequency experimental sampling and to the spline fit-
ting, it often happens that the starting time of Yj and the starting time of Xi

are both inferred to start at time 0. In this case the given procedure would
set the lag to 0. In this case we propose to set it equal to the minimum
allowed lag, that is l = 1.

In the general setting the Granger Causality uses lags to determine the
directionality. In our specific case, we imply a specific direction by evaluat-
ing the Granger Causality using protein profiles versus mRNA profiles. A
shortcoming of the current analysis is that due to the unique directionality
we impose on the analysis, feed-forward interactions cannot be detected.



64
CHAPTER 6. REVERSE ENGINEERING THROUGH GRANGER

CAUSALITY

6.3 Results

To test our approach we used mRNA and protein concentrations of S. cere-
visiae in response to a mild oxidative stress induced by diamide [61, 211].
The two experiments have been performed by Vogel et al. according to the
same experimental design, then measurements have been sampled at fixed
time points. Specifically, samples were recovered at 10, 20, 30, 40, 60, and 90
minutes. DNA microarrays were used to measure changes in mRNA levels,
while changes in protein levels have been measured by liquid chromatogra-
phy coupled with tandem mass spectrometry (LC-MS/MS) [155]. 6195 mR-
NAs/proteins where profiled. Among them we selected 27 mRNAs/proteins
having strong pattern variations among both profiles and no missing values.
Smoothing splines were fit using the smooth.spline function of the stats R
package [165]. The smoothing parameter was set to 0.4. In order to evaluate
our predictions, we downloaded a reference network (gold standard) from the
BioGRID database [193]. The gold standard is composed by 77 edges.

The network inference problem can be casted as a classification problem,
where the class to learn is the presence of edges. Thus, we use as performance
measure the Area Under the Receiver Operating Characteristic (AUROC)
curve, which is a common statistics for evaluating the goodness of a predictor
in binary classification tasks [20].

A classifier prediction is positive if it says that an edge exists. Conversely,
a classifier prediction is negative if it says that an edges does not exist. Within
the positive and negative predictions it is necessary to further distinguish
between:

• true positives: edges correctly predicted to exist; we denote by TP the
number of true positive predictions;

• true negatives: edges correctly predicted to not exist; we denote by TN
the number of true negative predictions;

• false positives: edges incorrectly predicted to exist; we denote by FP
the number of false positive predictions;

• false negatives: edges incorrectly predicted to not exist; we denote by
FN the number of false negative predictions.

By leveraging these definitions, it is possible to evaluate the sensitivity or
true positive rate (TPR), i.e., the ability to identify edges in the network as:

TPR =
TP

TP+ FN ,

and the false positive rate (FPR), that defines how many incorrect edges we
predict:

FPR =
FP

FP+ TN .
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The Receiver Operating Characteristic (ROC) is the plot (for many pairs)
of TPR values versus FPR values, and measures the trade-off between benefits
and costs. Usually, reverse engineering algorithms predict a network as a list
of edges ranked in a decreasing order of reliability, i.e., edges predicted with
high confidence are at the top of the list. Thus, it is possible to plot the ROC
by varying the size of the edge list, and to measure how the re-dimensioned
lists performs in terms of TPR and FPR. The AUROC is evaluated as the
integral of linear interpolation of the ROC. A perfect classification yields to
no false positive and no false negative, that corresponds to the point with
coordinate (0, 1) in the ROC plot. If this is the case for all the re-dimensioned
lists, the curve is actually a rectangle whose area (i.e., the AUROC) is 1.
Conversely, a random classifier generates predictions which are most likely
on the line TPR = FPR, thus having AUROC ' 0.5. Hence, any classifier
with an AUROC > 0.5 is better than the random guess, and optimality is
attained when the AUROC approaches 1. The AUROC values have been
evaluated as proposed by the DREAM consortium for the evaluation of the
network inference challenges (see Section 5.4 and [164, 197] for details).

The Granger based predictor when tested over the mentioned reverse en-
gineering problem obtains an AUROC of 0.68. To assess whether both the
mRNA and the protein profiles are necessary to obtain this performance, we
test also the performance obtained when the mRNA and the protein profiles
alone were used for building the regulatory network. The regulative processes
considered were (Xi, Xj) ∈ X × X and (Yi, Yj) ∈ Y × Y, respectively. In
both cases the AUROC decreases to 0.59. This supports the claim that the
integration of the information contained in both the mRNA and the protein
profiles increases the accuracy of the inferred gene regulatory network. Fig-
ure 6.3 shows the ROCs we obtained in the described experimental settings.

For the sake of comparison, we ran a pairwise statistical linkage tool
tailored to deal with temporal data, namely the TimeDelay-ARACNE al-
gorithm [228] (an extension of the ARACNE algorithm [134]). This lat-
ter algorithm retrieves statistical dependencies among expression profiles by
exploiting a pairwise time-delayed mutual information measure. The net-
work construction is followed by a pruning step. The author showed that
TimeDelay-ARACNE outperforms ARACNE as well as other formalisms for
the reverse engineering of gene regulatory networks (i.e., dynamic Bayesian
networks and ordinary differential equations). We used the TDARACNE R
package and we set all parameters to default values. Since the TimeDelay-
ARACNE does not allow to take into consideration both the mRNA and the
protein profiles at a time, we ran it over each profile separately.

When applied on the mRNA profiles TD-ARACNE obtains an AUROC
value of 0.62. Instead, when applied on the protein profiles it obtained an
AUROC value of 0.59. Figure 6.4 shows the ROCs we obtained in the de-
scribed experimental settings.
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Figure 6.3: ROC obtained by the Granger Causality approach. The red line
represents the performance we obtain when the Granger Causality test is
evaluated among protein and mRNA profiles. The green (blue) line represents
the performance resulting when mRNA (protein) profiles alone are used.

6.4 Conclusions

In this chapter we described a reverse engineering approach that makes use
of a well-know econometrics measure, the Granger Causality test, and of two
kind of temporal data: the mRNA and the protein profiles. The use of both
these features allowed us to obtain promising results over a small S. cerevisiae
data set.

Let us remark that this work is a preliminary step and further investi-
gation is necessary to address several questions that are still open. First,
we plan to test our approach on additional data sets in order to confirm the
method performances. Second, the presented pairwise Granger Causality test
is prone to two kind of errors: it may incorrectly report a direct relationship
where only an indirect influence exists (and vice versa); it may fail in detect-
ing combinatorial influences. In order to solve these issues we plan to try
alternative Granger Causality approaches, such as the conditional Granger
Causality [230] and the blockwise Granger Causality [65]. Also, we plan
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Figure 6.4: ROC obtained by the Granger Causality approach and by the
TimeDelay-ARACNE tool. The red line represents the performance we ob-
tain when the Granger Causality test is evaluated on protein and mRNA
profiles. The green (blue) line represents the performance resulting when
TimeDelay-ARACNE is performed over the mRNA (protein) profiles.

to investigate post-processing techniques that use both Granger Causality
outcomes and prior information in order to detect indirect connections.
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Chapter 7

Pharmacogenes Discovery

Nowadays systems biology approaches, high-throughput data, and biological
networks describing cells at a systems level are precious tools to gain an
understanding of biological mechanisms. They have led to important fallouts
in many areas of biomedical research. For instance, promising results have
been obtained in the context of human-health and of pharmacogenomics,
i.e., the large-scale study of how genes and their variations impact on drug
responses. A crucial issue in this field is the discovery of the genes, called
pharmacogenes, responsible for cell responses to drugs.

This chapter describes an integrative approach to pharmacogenes identifi-
cation. It obtains promising and a diagnostic analysis shows that the selected
pharmacogenes are strictly related to the administered drugs.

7.1 Introduction

Pharmacogenomics studies the molecular mechanisms of drug action in order
to elucidate therapeutic roles of drugs and to improve the effectiveness of
responses to therapies. The aim of this discipline is to optimize the drug
therapies to ensure the maximum efficacy with the minimum adverse effects.

Most drug actions produce changes in gene expression, and genome-wide
platforms provide new perspectives for studying interactions between drugs
and organisms by giving a measure of biological effects. Several experimental
studies have been performed for investigating drug effects. The main data
source has been created by the National Cancer Institute in the Developmen-
tal Therapeutics Programs [189]. It consists in an in vitro screening of more
than 700,000 chemical compounds over 60 human cancer cell-lines (NCI60).
The NCI60 panel represents leukaemia, melanoma, and cancers of breast,
central nervous system, colon, kidney, lung, ovary, and prostate. For each

71
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compound both the gene expression levels and the drug activities have been
measured.

A crucial step in pharmacogenomics is to discover genes (biomarkers or
pharmacogenes), that are responsible for drug response. By using each gene
as a feature and drug response as the class to be predicted, the problem
can be casted as the one of “finding the set of features that allows the best
prediction of the class”. This is a well-known machine learning task: the
feature selection problem. Feature selection algorithms are usually classified
into three categories: filter, wrapper, and embedded approaches [70].

In literature, several filter methods have been described for the task of
pharmacogene detection. Many of them exploit statistical tests to rank genes
according to their expression profiles, and then identify the k-top genes as
pharmacogenes. Among these, the COXEN algorithm is one of the most
popular approaches [117]. An important facet of most statistical tests is that
they do not consider the correlation among genes, implying that they may
lead to a set of redundant pharmacogenes.

Wrapper and embedded methods have also been widely used. These
methodologies assess the usefulness of a subset of genes using prediction per-
formances of a given machine learning approach. Wrapper methods search
through the space of possible features by selecting a subset of these features,
training a predictor using this subset, and scoring its performances. Em-
bedded methods exploit the feature selection mechanism implicitly encoded
by some learning algorithm. These two techniques return very accurate re-
sults, but they are often computationally expensive making then onerous for
a genome-scale analysis [176]. A popular embedded approach is based on
the Random Forests algorithm [23]. Random Forests is an ensemble classi-
fier composed by many decision trees. It is considered one of the standard
tools for class prediction and gene selection with microarray data [52]. Hu et
al. [80] employed the Random Forests algorithm to build two gene signatures
for predicting the chemosensitivity of breast cancer. The authors evaluated
the importance of each gene in both signatures in order to single out phar-
macogenes. Ma et al. [130] proposed a method to classify cell lines response
integrating transcriptional and proteomic profiles by using a Random Forests
approach. They showed that the integration of multiple sources of data en-
hances biomarker selection performances. Riddick et al. [171] used Random
Forests to create a model of drug response using a multi-step approach.

All the cited approaches exploit only the information carried by
gene/protein profiles. However, as shown by Staunton et al. [194], a pro-
file analysis can predict chemosensitivity only in a subset of compounds. In
fact, it cannot capture gene interactions in biological pathways, although
it is widespread believed that gene activities are strictly related to one an-
other. Indeed, the observed changes in gene expression levels may be due
to the activation of a driver, that is the real responsible for the cell line re-
sponse [124]. As a consequence, to detect pharmacogenes network informa-
tion as well as differentially expressed genes must be taken into account [11].
For instance, Taylor et al. [202] studied protein interaction networks show-
ing that inter-modular hub proteins (i.e., proteins with a high in/out-degree
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value) that are co-expressed with their interacting partners are sufficient to
predict breast cancer survival rates. Furthermore, independent studies iden-
tify non-overlapping sets of breast cancer pharmacogenes that are nonetheless
related to the same biological module [188].

Some integrative approaches for pharmacogene identification have been
proposed. Huang et al. [82] annotated gene expression patterns and drug
activities with information derived from KEGG and BioCarta pathways, as
well as from the Gene Ontology. Hansen et al. [73] proposed an approach
merging known gene-gene and drug-gene interactions with available measures
of drug-drug similarity. The proposed method is able to rank genes in human
genome according to their likelihood of being pharmacogenes. As reviewed by
Cun and Fröhlich [45], others approaches propose to bias the feature selection
process for selecting connected genes. However, these approaches require the
injection of an a priori information about gene cooperation that is often not
well-understood.

In this chapter we propose an integrated approach to detect pharma-
cogenes responsible for responses to drug administration. Specifically, our
approach integrates: i) a filter and a wrapper technique for pharmacogene
discovery, and ii) three sources of knowledge, namely transcriptional profiles,
drugs activity, and pathway interactions. We show that our proposal out-
performs the Random Forests approach and that extracted pharmacogenes
are strictly related to the administered drugs.

7.2 Methods

We identify pharmacogenes using a two-step approach that requires three
kinds of data: i) gene expression levels of drug-treated cell lines, ii) drug
activity data identifying the response (sensitive/resistant) of each cell line,
and iii) pathway annotations.

In the first step, we apply a filter method. This is a pre-processing tech-
nique exploiting a priori knowledge about gene profiles and gene interactions.
Specifically, we identify differentially expressed genes; then, we perform a
pathway analysis in order to select genes that are likely to be responsible for
the measured expression profiles. In the second step, we use a wrapper fea-
ture selection method to single out pharmacogenes. To this purpose, we use
multiple runs of a genetic algorithm to assess the importance of each gene.

Selection of the candidate pharmacogenes
The first feature selection procedure consists of a two-phase filter method.
In the first phase, we select the set of differentially expressed genes. The
trustworthiness of this operation in pharmacogene discovery is confirmed by
several state-of-art-papers [117, 129, 150]. Specifically, a Rank Products test
with cutoff 0.05 is used to discover differentially expressed genes [24]. We
consider sensitive cell lines as treated conditions and resistant cell lines as



74 CHAPTER 7. PHARMACOGENES DISCOVERY

control conditions. We denote by D the obtained set of differentially ex-
pressed genes.

In the second phase, for each gene di ∈ D, we perform a pathway analysis.
Specifically, we identify the pathways to which di belongs. Then, for each se-
lected pathway, we rank genes according to two different network measures:
the in/out degree centrality measure and the betweenness centrality measure.
From each ranking we select the two top-ranked genes. This phase allows us
to select key network genes, i.e., hubs and bottlenecks. Indeed, several works
show that these genes are more likely to be essential in biological pathways:
hubs correspond to genes having a high probability of playing a central role in
the systems-level cellular organization, and bottlenecks establish communi-
cation or mass flow within a network [93, 98, 161]. Also, we select genes that
are directly connected (both upstream and downstream) to di. We denote
by P the set of genes identified by the pathways analysis.

The subset of genes obtained by merging D and P is the list of candidate
pharmacogenes.

Selection of pharmacogenes
The second feature selection task is performed by means of a genetic algo-
rithm [49]. Genetic algorithms are able to efficiently search in both poorly
understood and large feature spaces by a process known as evolution by se-
lection. More in detail, they perform the step-by-step procedure described in
the following:

1. a number of random vectors is created; each feature correspond to an
entry in these vectors;

2. each vector is evaluated according to a fitness function (in our case, the
ability to predict the class label of each example in the data set);

3. if a vector shows a fitness score higher than a given threshold τ , it is
selected and the procedure stops, otherwise the algorithm continues to
step 4

4. the population of vectors is replicated in a such way that ones with
high fitness score have higher probability to generate a large number of
offsprings; then the vectors are combined through the so called crossover
operators, and mutations are introduced randomly;

5. step 2 through step 4 are repeated until the stop condition in step 3 or
a fixed number of generations is reached.

Since each evolution outputs a vector and we perform multiple runs of the
algorithm, it is necessary to merge the results into a final model. To this aim
forward selection strategy can be used: it selects the most frequent features
in the population of vectors with the highest accuracies.
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We use the genetic algorithm and the forward selection strategy imple-
mented in the GALGO R package [204], using as features the set of can-
didate pharmacogenes identified by the filter approach, and considering the
top-frequent features identified by the forward selection strategy as phar-
macogenes. We set a population of 300 vectors, and we fixed τ = 0.95.
A Maximum Likelihood Discriminant Functions (MLHD) classifier has been
chosen as fitness function for the genetic algorithm [148]. We performed 300
runs of the genetic algorithm.

7.3 Results

Let us recall that the proposed approach requires as input three different
knowledge sources: transcriptional profiles, drugs activity data, and pathway
interactions. In the following we described the data sets we used.

Transcriptional profiles. We used a gene expression data set generated
from the NCI60 cell lines [175]. It contains 1, 374 genes having strong pattern
variations among the cell lines, and no more than 4 missing values. We
replaced the missing values with the median gene expression levels of the cell
lines they belong to, and we used MatchMiner [27] to translate each IMAGE
Clone ID to the correspondent gene symbol. This data set, that screens
gene expression profiles of 60 different cancer cell lines, allows us to identify
pharmacogenes that are independent of the cell lines of origin, and to obtain
an higher-level view of drug mechanisms.

Drug activity profiles. The drug activity is defined as the compound
concentrations required to produce 50% growth inhibition after 48 hours in
cell line related to the control. Drug activity profiles we used in this work
(GI50) are related to 113 drugs showing a known mechanism of action (Ta-
ble 7.1, Column 1 and 2) [181]. We processed the activity profiles in order
to define drug resistance or sensitivity according to the procedure proposed
by Ma et al. [130]. In detail, for each drug, we normalized the log10(GI50)
values across the 60 cell lines. Cell lines having a log10(GI50) larger than
0.5 standard deviations above the mean were considered as drug resistant,
while cell lines having a log10(GI50) lower than 0.5 standard deviations below
the mean were considered as drug sensitive. The remaining cell lines, that
correspond to an intermediate response, have been removed.

Pathway interactions. We used the pathway annotations stored in
the hiPathDB pathway database [222]. hiPathDB integrates 1, 661 pathways
acquired from the data of BioCarta, KEGG, NCI-Nature PID, and Reactome.

The proposed methodology returns a number of pharmacogenes ranging
from 1 to 13 (Table 7.1, Column 3). The sets of pharmacogenes contains
both differentially and not-differentially expressed genes (the percentage of
differentially expressed genes shows a mean of 56.4%), confirming the hy-
pothesis that the simple information contained in the transcription profiles
is not enough for a correct pharmacogene identification. Genetic algorithm
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accuracies range from 0.663 to 0.977, with a mean of 0.89 (Table 7.1, Col-
umn 4).

To assess the reliability of our approach several validations have been
performed. First, we compared the results we obtained to those returned by
a Random Forests approach. Then, we demonstrate the biological coherence
between drug mechanisms and associated pharmacogenes.

Before delving into the experimentation, it is worth showing that the
obtained classifiers make better predictions than random guesses. For each
drug we randomly permuted the class labels of the 60 cell lines. This results in
the creation of a random prediction. This procedure is repeated 1,000 times.
Then, we performed a z-score statistical test: the null hypothesis is that the
obtained accuracies are equal to the random guess. Using the aforementioned
randomized data set to model the distribution of random predictions, the null
hypothesis is rejected at the 95% confidence level for all the 113 classifiers
(data not shown).

To show that our approach is more effective than a simple embedded
approach, we compared the accuracies we obtained to those returned by a
Random Forests algorithm. We used the randomForest R package [123], giv-
ing as input all transcription profiles (without performing any filters) and
setting the algorithm parameters to default values. We outperformed Ran-
dom Forests approach for each drug (Table 7.1, column 6).

In analyzing these results it can be argued that the good performances we
just reported could also be justified in a case where genes singled out by the
filter step were very informative, thus allowing the wrapper approach to deal
with a less noisy setting. To rule out this hypothesis we executed the Ran-
dom Forests algorithm using the list of candidate pharmacogenes as input.
Also in this experimental setting our methodology obtained a better accuracy
value than the Random Forests approach in 109 out of 113 drugs (Table 7.1,
Column 7). Notably, in the remaining 4 cases our accuracies are comparable
to those of the competitor. Let us underline that when the list of pharma-
cogenes are used as input, also the Random Forests accuracies increased in
94 experiments and in 13 cases the obtained results remain steady. It con-
firms the hypothesis that performing a filter step before a wrapper/embedded
approach enhances feature selection performances.

Finally, to show that there exist a biological coherence between sets of
extracted pharmacogenes and administered drugs and to rule out the hy-
pothesis of data overfitting, we performed a network analysis using the Inge-
nuity Pathway Analysis software [92]. Our aim is to show that the identified
sets of pharmacogenes enrich the molecular pathways affected by drugs. To
this purpose, we checked if there is an overlap between the direct and indi-
rect drug targets and the pharmacogenes, and we verified if pharmacogenes
overlay biological pathways that are coherent with the drug functions. The p-
values in pathway analysis has been corrected with the Benjamini-Hochberg
method [17]. In the following, we summarize our finding for 4 out of the 113
drugs under study: Antifolan, Busulfan, Cytarabine, and Hydroxyurea.
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Antifolan (trade name of Methotrexate) is an anti-neoplastic anti-
metabolite. It prevents the integrations of these substances with DNA
by stopping normal development and division in the S phase of cell
cycle. Antifolan selectively affects the most rapidly dividing cells and
neoplastic cells [144]. Out of the 26 identified pharmacogenes 3 are
known Antifolan targets: AKT, ANXA4 and CCND1. Moreover, 14
pharmacogenes are involved in networks which top functions (accord-
ing to the evaluated p-values) are cellular development, cell cycle, and
cellular growth and proliferation. It agrees with mechanisms involved
in the drug response.

Busulfan is an alkylating agent which results in an interference of DNA
replication and RNA transcription. It is used to treat various forms
of cancer, and it results in a disruption of DNA functions and in cell
death [113]. The selected pharmacogenes are enriched in DNA repli-
cation, recombination and repair (p-value = 4.13e−6). Moreover, 10
out of the 27 identified pharmacogenes belong to gene expression, cell
death and free radical scavenging networks.

Cytarabine acts through direct DNA damage and incorporation into DNA.
It is cytotoxic to a wide variety of proliferating mammalian cells in cul-
ture. Although the mechanism of action is not completely understood,
it appears that Cytarabine acts through the inhibition of DNA poly-
merase [162]. The 13 identified pharmacogenes are involved in two
biological functions concerned with the proliferation of epithelial cells
and with the arrest in G2/M phase transition of cancer cells (p-values
3.68e−8 and 1.29e−6, respectively). Out of the 13 identified pharmaco-
genes HBE1 and TP53 are known Cytarabine targets.

Hydroxyurea acts on the entire replicase complex, including ribonucleotide
reductase. It inhibits the DNA synthesis, leading to cell death in S
phase. Also, Hydroxyurea inhibits the repair of DNA damaged by
chemicals or irradiation [183]. Among the 10 identified pharmacogenes
CCND2 and TP53 are known Hydroxyurea targets, and the biological
function associated with the more significative p-value (2.41e−7) is the
S phase of breast cancer cell lines.

7.4 Conclusions

In this chapter we presented an integrated approach for pharmacogene detec-
tion that exploits two feature selection approaches and merges three different
sources of knowledge. By applying a filter method before a wrapper approach
we decrease the computational demand, without loosing result accuracy. Fur-
thermore, the modularity of the presented approach allows one to inject as
much a priori knowledge as available. For instance other kinds of data, such
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as protein profiles, can be used to increase the lists of candidate pharmaco-
genes. Indeed, it is well known that the use of omics data allows one to gain
a high-resolution genotyping and phenotyping profiling of drug response.





Chapter 8

Conclusions

Systems biology is a recent inter-disciplinary research field aiming at under-
standing complex biological systems by integrating experimental approaches
and by using computational methods. Both the analysis of biological data
to extract knowledge about system functioning and the system modeling are
challenging tasks.

Within biological systems, the regulatory system (described by means of
gene regulatory networks) plays a key role. It describes the regulative ma-
chinery and allows the understanding of how modifications in transcriptional
regulation affect cell behaviours. Unfortunately, even though numerous ef-
forts have been spent by the systems biology community in this task, a model
that can precisely describe the regulative machinery is still not available.

In this thesis, we presented and discussed methodologies that extract and
merge regulative information from different knowledge sources.
In the first part of the thesis, we presented works aiming at organizing and
extracting knowledge from data. A reorganization of the Gene Ontology
(RGO) has been introduced in Chapter 3. The RGO makes explicit useful
information that was previously only implicitly represented in the original
Gene Ontology structure. By highlighting gene cooperation and by inferring
new knowledge about gene functionalities and localizations, the RGO allows
the improvements of automated tools that need a structure specifically tai-
lored to recognize the activities of genes/proteins. In Chapter 4 we used the
pieces of information codified into the RGO for driving a biclustering pro-
cess. The metadata-driven procedure we implemented is aimed at discovering
transcriptional modules. Results improve on another well-known biclustering
algorithm and allows the discovery of genetic interactions that could not be
uncovered using expression profiles alone.

In the second part of the thesis, we presented a state-of-the-art of the
reverse engineering problem and two attempts of handling it. Chapter 5
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presented a Naive Bayes approach that merges information provided by dif-
ferent types of microarray experiments. The modularity of this approach
allows one to add pieces of information provided by alternative data sources,
such as those described by transcriptional modules. Chapter 6 described a
new approach grounded in a well-established econometric measure, i.e., the
Granger causality test. It leverages two complementary data sources ob-
taining good performances in the network reconstruction task. This is yet
another evidence supporting the idea that the integration of multiple data
sources is a promising approach to deal with complex problems such as those
handled by systems biology.

As mentioned, systems biology is a relatively new and challenging research
area, where a number of important issues are still open and worth investiga-
tion. In Chapter 7, we focused on a specific systems biology application: the
detection of pharmacogenes. The problem was casted as the one of finding
the best features to solve a classification problem and a combination of a
filter and a wrapper method was devised to solve it. On a comparison with
commonly used techniques the proposed algorithm improves the recognition
rate. Again, multiple knowledge sources has been used, emphasizing the need
of an integrative approach in studying complex systems.

Most of the techniques presented in this thesis are suitable for improve-
ments. Future works describing the envisioned extensions has been described
at the end of each chapter. For what concerns systems biology at large, in-
stead, it is difficult to foretell what will happen in the years to come. Indeed,
the way systems biology is performed today is gradually changing. For in-
stance, Next Generation Sequencing [136] will probably replace microarray
technology due to a higher throughput and accuracy and to a lower cost.
This allows the sequencing not only of species, but also of different individ-
uals within the species: knowing one’s own genome is a possibility that will
become open to everyone. Besides, large multivariate experimental designs,
such as cohort studies, will probably be extensively used to study complex
systems and disease. For sure, data integration as well as computational ap-
proaches already developed will be applied to future experiments. However,
with the same degree of confidence it can be said that further improvements
need to be made in order to deal with the endless challenges that this exciting
area of research arises.
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